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ABSTRACT Personas have successfully supported the development of classical user interfaces for more
than two decades by mapping users’ mental models to specific contexts. The rapid proliferation of Artificial
Intelligence (AI) applications makes it necessary to create new approaches for future human-AI interfaces.
Human-AI interfaces differ from classical human-computer interfaces in many ways, such as gaining some
degree of human-like cognitive, self-executing, and self-adaptive capabilities and autonomy, and generating
unexpected outputs that require non-deterministic interactions. Moreover, the most successful AI approaches
are so-called ‘‘black box’’ systems, where the technology and the machine learning process are opaque to the
user and theAI output is far not intuitive. This work shows how the personasmethod can be adapted to support
the development of human-centered AI applications, and we demonstrate this on the example of a medical
context. This work is - to our knowledge - the first to provide personas for AI using an openly available
Personas for AI toolbox. The toolbox contains guidelines and material supporting persona development for
AI as well as templates and pictures for persona visualisation. It is ready to use and freely available to the
international research and development community. Additionally, an example from medical AI is provided
as a best practice use case. This work is intended to help foster the development of novel human-AI interfaces
that will be urgently needed in the near future.

INDEX TERMS Artificial intelligence, human–AI interface, personas.

I. INTRODUCTION
Contributions of this paper:
• This is the first work on personas for AI with examples
from health AI.

• We provide a complete ready-to-use Personas for AI
toolbox open and free to the research community.

• We share our practical experiences indicating Personas
for AI are useful for the design of future human-AI
interfaces.

Artificial Intelligence (AI) applications are becoming
increasingly common in almost all domains of human life
from agriculture [1] to zoology [2]. In this paper, we pro-
vide a generic example from the medical domain, and
start with a provocative question: Why should human–AI
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interfaces (Fig. 1) be in any way different from the classical
human–computer interface as it was described in [3], [4],
and [5] almost four decades ago?

The answer can be found in (a) the advances in statistical
machine learning over the last 10 years, (b) a tremendous
downsizing of hardware while increasing performance, and
(c) the tremendously high penetration rate of intelligent sens-
ing in our daily lives. This has indeed brought us a new AI
spring, and many successful AI applications have entered
daily life, which we accept as invisible helpers day by day
and no longer even perceive as great AI. Good examples
are the intelligent interaction systems in our smartphones
that go far beyond voice recognition or facial recognition.
These human–AI interfaces are rather unobtrusive and some
services, which adopt the concept of ’invisible UIs’, do not
even have a graphical user interface, but only provide a
command-line for text input. However, such ’interfaces’
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FIGURE 1. Human–AI interfaces differ in many ways from classical human–computer interfaces: they learn unobtrusively from our
interaction behavior, store every interaction and can react adaptively and even make predictions about our next behaviour. They acquire
some degree of human-like cognitive, self-executing, and self-adaptive capabilities and autonomy, and produce unexpected outputs that
require non-deterministic interactions.

should not be underestimated: they learn from our interac-
tive behavior, store every interaction and can react adap-
tively, even make predictions. They are gaining some degree
of human-like cognitive, self-executing, and self-adaptive
capabilities and autonomy, and generate unexpected outputs
that require non-deterministic interactions. Whereas a classic
human-computer interface was just an input-output tool for
operating a computer to solve a specific problem, today’s
computers accompany people in a variety of ways around the
clock. We diligently click every accept button and experience
a completely different understanding of the digital computer,
from the ’Von Neumann calculating machine’ with switch
board and punch card input/output, adding numbers [6] –
to become a daily universal, even indispensable companion
that completely changes the role of the user from subscriber
to producer, from reader to publisher and from consumer to
developer of content [7]. The convenience that there is ‘‘an
app for everything’’ and ‘‘AI inside’’ everywhere may lead
to discomfort and the eeriness that results from the invasive
behavior of these applications, which is why privacy-oriented
solutionsmust also be incorporated [8]. It is the simplicity and
convenience of such human-AI interfaces with the increase
in machine decisions that require a deeper understanding of
the human experience with algorithms in general and the
psychology of ’Human-AI Interaction (HAII)’ in particular
to investigate the symbolic and empowering effects of the
achievements of AI-driven media on user perception and
experience [9].

Human–AI Interaction (HAII) [10] differs from traditional
’Human-Computer Interaction (HCI)’ [11] in several aspects,
including (Fig. 1):

• AI systems can show human-like behaviour,
e.g. in communications systems such as chat
bots [12].

• AI systems can provide certain autonomy, e.g. humanoid
robots in health support [13].

• AI systems can exhibit contextual understanding to
some degree, as in advanced natural language translation
systems based on neural machine translation [14].

• AI systems can demonstrate classification problem solv-
ing capabilities beyond human level, e.g. in the medical
domain [15].

• AI systems enable intelligent interaction, such as voice
input or facial recognition, and can adapt to the user
by continuously learning from the user’s behaviour, e.g.
Facebook’s user models [16].

• AI systems can generate output that is non-deterministic
and unexpected, e.g. co-creating musical content [17].

• AI systems can not only be an assisting tool for a human
operator but collaboratively work with humans as team-
mates [18], [19].

• AI systems can augment human intelligence, or can
utilise human machine hybrid intelligence (human-in-
the-loop AI systems [20], [21]).

• AI systems are mostly ‘‘black box’’ systems, where
the machine learning technology and the learning pro-
cess are opaque to the users and the AI output is not
re-traceable and not or at least hard to verify [22] - see
more details below.

Within the last four decades, researchers and practition-
ers have developed a lot of valuable methods and tools to
support human-centered design (or user-centered design) of
conventional computer systems [23]. However, to address
the changing characteristics of AI systems as just described
and to effectively support human-centered AI, many of these
existing HCI methods need to be extended and adapted, and
new approaches and methods need to be created to support
the design and development of human-centered AI in general
and human–AI interfaces in particular [10].

The Personas method, a well-known and successful HCI
method, originally introduced by Alan Cooper in 1999 for
user-centered interaction design [24], we believe is also
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well applicable in the context of AI systems. Personas are
archetypes of users that help designers and developers focus
on the needs and goals of target users throughout the product
development process [25], [26]. The benefits of personas in
the design and development of complex user interfaces are
well known because personas closely approximate the mental
model of various end users.

A mental model is an internal mental representation of the
perceived real world and the relationships between its various
parts and a person’s intuitive perception of his or her own
actions and their consequences [27].

Personas usually encompass aspects such as context and
environment, tasks and workflows, skills and knowledge,
personal traits, goals, values, motivations but also frustra-
tions. To adapt the personas method to the context of HAII,
we identified the following additional aspects describing the
user’s attitude regarding AI solutions as specifically relevant
for personas for AI:

• Trust (How much trust does the user have in the deci-
sions/output of the AI system?)

• Acceptance (Does the user accept (and follow) the deci-
sion of the AI system?)

• Assent (Is the user willing to accept/use the support by
the AI system?)

Taking into account these peculiarities of AI applications
and the interfaces described above, the guiding research ques-
tion for our work was: How can the ’traditional’ personas
method be adapted for AI, specifically in a medical con-
text, aiming at providing an adapted personas method for
human-AI interface development fostering human-centered
design approach [28].

To illustrate our approach, we describe the practical imple-
mentation for creating personas for AI solutions in the context
of medicine. Medicine is where the demand for AI solutions
will be strongest in the future and where there is already a lot
of room for improvement [29]. We use digital pathology as a
best practice example. Experience from this very demanding
field of application is transferable to other domains, how-
ever not necessarily vice versa. In terms of human-computer
interaction, medicine presents a paradox: On the one hand,
the application health is considered the most important and
therefore best supported field, but on the other hand, the
systems currently in use are committed to classical and very
basic interfaces, and only very few innovative technologies
have achieved market penetration so far [30].

These facts are a perfect motivator for our work, because
there is a further important aspect which we must empha-
size: Future AI systems must have an ability to ‘‘explain
themselves’’, i.e., there is a legal requirement for medi-
cal AI systems for enabling re-traceability, transparency,
and explainability [31], [32]. Moreover, it will become
mandatory to ensure the quality of these explanations, i.e.,
to ensure that a machine explanation is also understood by
a human expert. Technical explainability highlights techni-
cally decision-relevant parts of machine representations and

machinemodels, i.e., parts that contributed tomodel accuracy
in training or to a particular prediction. However, it does not
refer to a human model. For this purpose, the term causabil-
ity [33] is used, which refers to a human model. The term
causability was introduced in reference to the well-known
term usability [34]. Whereas explainability is about imple-
menting transparency and traceability, causability is about
measuring the quality of explanations, i.e., the measurable
extent to which an explanation of a statement achieves a
certain level of causal understanding for a user with effective-
ness, efficiency, and satisfaction in a given context of use [35].
Causability, then, is the measurable extent to which an expla-
nation achieves a certain level of causal understanding for
a human. Another major challenge in the medical domain
is that multiple modalities contribute to a single outcome,
requiring multi-modal causability [36]. All these issues call
for a new human–AI interface and not merely a transfer of
existing traditional concepts.

When it comes to AI applications, user requirements go
beyond the requirements and needs known from traditional
HCI, which relate to functionality, usability, safety, physi-
ology, psychology, and user experience [37]. In addition to
these user needs from classic HCI, higher level user needs
related, for example, to emotion, decision-making authority
and explainability as well as ethical issues are added in
HAII [10], [38].

AI systems should always provide the user with situation
awareness and a human-controllable interface in order to
ensure that the user is in control and the ultimate decision
maker [10]. Specifically in high-stake domains, such as in
financial decision-making, justice or medical diagnoses, ver-
ification of the AI application’s result by the domain expert is
required and therefore it is crucial that these users understand
the underlying rationale and certainty of the result provided
by the AI application [39]. The research field of explain-
able AI (xAI) aims at generating explanations about the AI
application’s behaviour [40]. However, since the perceived
quality of an explanation is strongly dependent on the context
and the user [41], it is crucial that these explanations are
created with the users in mind to be understandable and
useful. Thus, human-centered design and the development of
AI applications are essential to achieve solutions, which are
both usable and comprehensible.

This paper is structured as follows: We provide a detailed
description of our approach for developing personas to sup-
port human-centered design of AI applications in section III,
and discuss the results briefly in section IV. The next section
(section II) gives an overview of the evolution and the usage
of the personas method as well as a brief introduction to the
field of explainable AI (xAI).

II. RELATED WORK
One of the first principles taught in statistics lectures is that
correlation does not equal causation. Unfortunately, this is
also one of the first things to be forgotten, especially in the
current AI boom. This has increasingly become a problem
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because the current AI hype is based on the great success that
statistical data-driven machine learning has achieved in the
last three decades [42]. This success is based in particular
on the progress of non-symbolic AI methods, such as neural
networks (deep learning) [43]. These learning models are
trained to behave in a predictable way, but do not allow
insight into the learned solution paths. Knowledge is thus
implicitly represented and not accessible to a human expert.
For example, words of a natural language are mapped onto
high-dimensional vectors, making them incomprehensible
to humans [44]. Especially with the most successful learn-
ing models today, it is very difficult to almost impossible
for human experts to understand how a neural network has
reached a result - we speak of so-called ‘‘black-box’’ mod-
els [45]. Therefore, experts from the fast-growing field of
‘‘explainable AI’’ (xAI) [46] are trying to develop methods
and approaches to make such black-box models comprehen-
sible, transparent and thus interpretable and explainable for
humans. Explainable AI is not a new field. The problem of
explainability is as old as AI itself [47], indeed it is the result
of AI itself [48]. Of course, it would be wrong to claim that
explanations are needed for everything at all times. In fact,
the exact opposite is true, and that is why AI is currently so
successful with its statistical learning methods: abstract algo-
rithms find patterns in large, complex and high-dimensional
data sets that no human could ever discover. That is good.
However, there are certain domains and certain situations in
which a comprehensible explanation is necessary. In particu-
lar, this is true in problematic situations of human decision-
making. Here, an explanatory component can help to give
human decision makers at least a chance to check the plausi-
bility of a result. One example ismedicine. Here, solutions are
helpful that make it possible to make decisions comprehen-
sibly transparent, understandable and explainable. Especially
in security-relevant domains, the question inevitably arises:
‘‘Can we trust our results’’? [49]. Here, explainable AI is
not only useful and necessary, but also represents a huge
opportunity for AI solutions in general, because it can reduce
the alleged opacity of AI and build up the necessary trust. This
is precisely what can sustainably promote acceptance among
future users [50].

In 1999, Alan Cooper introduced personas, hypothetical
archetypes of users, as a method to represent users through-
out the design process of a software-based product [24].
Personas are helpful tools for representing users, since they
enable designers and developers to empathize with these
imaginary users in the same way they would empathize with
real persons [51], [52]. Usually, when creating a persona,
not the whole person is described, but the focus is put only
on relevant aspects (such as relevant attitudes, skills. . .) and
specific context associated with these aspects [53]. However,
since personas are prone to activate and reinforce stereo-
types [54], it is necessary to ensure that the diversity of people
is accounted for in the way users are represented in personas.
To support a comprehensive representation, Marsden and
Proebster (2019) suggest to take into account the multiple

identities of a person which helps minimising stereotyping
and highlighting facets that are easily overlooked [55]. Per-
sonas’ ability to specifically highlight certain facets of people
are especially useful to help designers and developers to
take on the perspective of underrepresented or easily over-
looked users. For example, personas, which were specifically
designed to represent users’ diversity known from gender
difference research, have been successfully used to detect
gender-inclusiveness issues in software [56], [57].

Over the years, the evolution of the personas method has
brought about different approaches towards personas [58]:
The personas described by Cooper [24] were goal oriented
personas, distinguished from one another based on their dif-
ferent goals. In the early 2000’s, role-based personas, which
are defined by their roles, were introduced by Pruitt and
others [59], [60]. Nielsen described scenario oriented engag-
ing personas, whereby these personas do have needs based
on their individual characteristics, and their goals are based
on these needs and appear only in the context of a specific
scenario [61]. Blythe described fully fictional personas, so-
called pastiche personas, not established on user data but
entirely grounded on fictional characters from literature or
film [62].

Before the concept of personas was introduced by
Cooper as a method for the development of software-based
products [24], personas had been widely used also in other
contexts such as general product design, marketing, com-
munication, and service design [26]. The persona method
was also further adapted, for example to better suit the
software engineering process [63], or to fit to the develop-
ment of products associated with social and political goals
rather than market introduction [64]. There is no single way
of creating and using personas, neither in literature nor in
practice, but personas are developed and used in various
ways [65], [66], [67]–[69].

With respect to the purpose personas are developed for,
it can be distinguished between user personas (also called
design personas) and buyer personas (also called customer
personas or marketing personas) [60]. User personas are
developed to understand the (future) users, the context of
use and the user interactions in order to design and develop
products, which are meaningful and easy to use, while cus-
tomer personas are developed to understand the purchase
motivations, habits and values of the (future) buyers, in order
to successfully sell a product [53]. This paper is about user
personas.

Even though the concept and idea of personas is by now
popular within the product and software development, it is
also not uncontroversial. Chang et al. [66] state that designers
often create personas only implicitly for themselves instead
of sharing them within their workspace in order to get every-
one’s input. Furthermore, Marsden and Haag [54] empha-
size the importance of empirical data to create personas,
which also helps to make the potential customers vivid and
lively [25]. Salminen et al. [70] argue that even in the era
of online analytical data, personas are still a useful option,
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as they ’give faces to data’. Salminen et al. have shown that
data-driven personas do have the ability to change decision
makers’ preconceptions of user segments [71].

Usually, with the exception of pastiche personas, personas
are based on data and information collected about real peo-
ple. Sometimes, personas are developed together with the
users [72], [73]. The classical approach for data collection
for personas’ development is using qualitative methods such
as ethnographic interviews, open-ended survey questions,
or contextual inquiries and field studies [24], [59], [53]. In the
last 15 years, a collection of large amounts of quantitative
data (for example from web analytics, social media, online
customer data, and online surveys) has become popular and
utilising these data together with techniques such as machine
learning has led to so-called digital data-driven persona devel-
opment mainly used inmarketing and customer research [74].
So-called hybrid personas are created by utilising quanti-
tative data from online analytics together with qualitative
insights [70].

In literature concerning AI applications, the need for
human-centered design is mainly described with respect to
explainable AI (xAI), since it has been recognised that dif-
ferent user groups do have different needs regarding explana-
tions [75], [76].

III. DEVELOPING PERSONAS FOR AI
In this section, we describe our approach for creating per-
sonas to support human-centered design and the development
of AI applications. Based on the procedures for creation of
personas proposed in literature [53], [77], we have elaborated
a 5-step process for the development of user personas for AI
(see Fig. 2).

Although a large part of the process of developing per-
sonas for AI is similar to ’traditional’ persona development,
there are aspects and details, which are especially important
when developing personas for AI. In the following paragraphs
we will point out these aspects and explain the practical
implementation of our approach on the example use case of
creating personas for explainable AI applications for digital
pathology:

In our use case, we developed 9 user personas representing
user groups, which are relevant to consider during the design
and development process of AI solutions for digital pathol-
ogy. These personas were validated in feedback loops with
respective domain experts and are currently used in practice
in the ongoing design and development of the user interface
of an application for AI-based analysis of digitized histology
slides (so calledWhole Slide Images (WSI)) in digital pathol-
ogy. The process for developing the user personas was carried
out by two researchers over a period of 3months and included
7 in-depth interviews with representatives of relevant user
groups, online surveys (a total of 8 different questionnaires
was created for these surveys), several feedback loops with
domain experts and complementary research. Approaches
applied and activities undertaken in our use case are described
in more detail in the following subsections.

FIGURE 2. 5-step process for development of user personas for AI.

A. STEP 1: IDENTIFICATION OF (POTENTIAL) USER
GROUPS
The aim of this first step towards the development of personas
is to come up with a comprehensive list of groups of people,
who will (potentially) use the AI application. Usually for
applications in a business domain, these user groups map
with job descriptions, while for applications in a consumer
domain, these user groups map with lifestyles [77]. Each of
these user groups identified in this first step is the seed for a
distinct persona. Hence, at this point it is important to apply
a wide view rather than restricting the list to the most obvi-
ous end-users. Specifically when developing personas for
AI applications in domains where causability is required, all
groups of people, who will need to understand and interpret
the results delivered by the AI application, shall be included
as (potential) user groups.

Ideally, the identification of (potential) user groups for an
AI application should be based on data to avoid misleading
results. However, if no data is available, the identification
of (potential) user groups can be based on the assessments
of domain experts.

In our example use case, identification of (potential)
user groups of explainable AI applications for digital
pathology was based on domain experts’ assessments:
A multi-disciplinary group of domain experts (including staff
of pathology institutes, manufacturers of digital pathology
solutions, consultants and researchers in the field of digital
pathology) participated in a brainstorming and discussion
session about: ‘‘Who will need to understand the rationale
behind the results provided by an AI solution for digital
pathology and thus will need explanations for the results
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provided by this AI solution’’? These experts came up with a
consolidated list of 10 user groups including pathology lab-
oratory staff (pathologists, AI laboratory technician, quality
manager), researchers, people working at the manufacturer of
the AI solution (software developer, quality manager, sales,
customer support) and auditors for market admittance of
medical devices (see Fig. 3).

B. STEP 2: COLLECTION OF INFORMATION ABOUT THE
USERS
The aim of this information collection activity is threefold,
whereby the first two aspects are similar to ’traditional’ per-
sona development but the third aspect is specific for develop-
ing personas for AI:

• First, to get to know (potential) users personally: find out
their goals andmotivations, learn about their frustrations
and hopes, their skills, education and knowledge as well
as their personal traits and aspirations.

• Second, to get to know the users’ tasks and to discover in
which context they would probably use the AI solution.

• Third, to find out the users’ attitudes towards working
with new technologies and innovations (- this is relevant
in application cases and domains, where AI is perceived
as new and innovative), as well as to find out the users’
attitudes towards machine decisions: Under which con-
ditions would they trust the decision/result of an AI
application? Would they follow the decision/result of an
AI application? Would they be willing to accept support
by an AI application?

Typically in this kind of information collection activity,
members of the respective user group are asked about their
personal education, tasks, skills, knowledge, goals, motiva-
tions, values, and frustrations. In addition to these questions,
which provide a ’direct’ view on members of the respective
user group, in our use case we have asked also about skills,
knowledge, goals, motivations and frustrations of a typical
member of the respective user group, which provides an
’indirect’ view on that user group seen through the eyes of a
peer. This approach has two advantages: First, these ’indirect’
questions make it easier for people to state negative feelings
and aspects such as frustrations and difficulties. In addition,
these questions about a ’typical’ member of the respective
user group also help to level out bias in the collected informa-
tion. The probability of introducing bias through information
collection is especially high in (online) surveys, as those,
who answer questionnaires and participate in surveys, at least
according to our experience, usually tend to be the more
active, extrovert and open-minded members of a group. For
example, to collect data about the user group of pathologists
in our use case, we have included an invitation to fill in an
online questionnaire in a newsletter, which was sent to pathol-
ogists. From the questionnaire responses, which we have got
from pathologists, we could observe indications for that bias
effect, for example, by looking at how respondents rated
statements about affinity to new technologies (see Fig. 4) and

statements about attitudes towards changes (see Fig. 5) with
regard to themselves and with regard to ’typical’ pathologists.

Usually for developing personas, it is suggested to conduct
ethnographic interviews or contextual inquiries for collect-
ing information about the users [24], [59], [77]. However,
we have realised that this approach is not always feasible in
practice: Such on-site interviews might not be possible either
due to external framework conditions (as for example the
COVID-19 pandemic situation), or stakeholders might not be
available for interviews, for example, due to time constraints.
To tackle these issues, we wanted to find out, whether all
user information needed for persona development could also
be collected successfully by other ways of data gathering
involving no interviews. To research this, we have devel-
oped and applied four alternative approaches for information
collection in our use case. As depicted in Fig. 6, in two of
these approaches we have attempted to collect all necessary
information directly from members of the respective user
group via interviews and/or questionnaires. In the other two
approaches, parts of the information have been collected
through (internet) research. In the following paragraphs these
four approaches are described in more detail.

1) APPROACH 1: COMPREHENSIVE INTERVIEWS
This is the ’classical’ approach for user information collec-
tion, as described in literature [24], [59], [77]. The main
method used in this information collection approach are semi-
structured one-on-one interviews with members of the user
group. These interviews include open-ended questions cov-
ering all relevant topics needed for the persona development:
description of the job (tasks, workflows and work context),
education, experience, skills and knowledge needed for the
job, job-related goals and challenges, as well as motivational
factors and annoying/frustrating aspects, attitudes about AI,
personal traits and characteristics of ’typical’ members of the
user group. Usually, all necessary information for persona
development can be collected through these interviews. How-
ever, optionally short questionnaires can be used to collect
additional information, in case this is deemed to be necessary
to broaden the view.

In our use case, we took this approach to collect infor-
mation for two of the user groups identified in step 1 of
the persona development process: We conducted face-to-
face as well as online interviews with quality managers of
three different pathology institutes and telephone and online
interviews with people working as auditors at a notified body
and at a certification organisation for medical products. Each
of these interviews took about 50-90 minutes, with two peo-
ple from interviewer side involved: one person asking the
questions and interacting with the interviewee, and another
person observing the interview and taking notes. In addition
to the interviews, we collected information from further three
auditors at notified bodies and certification organisations via
short questionnaires.

At first glance, it seems that the interview approach for
information collection is rather costly, since in addition to the
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FIGURE 3. User groups for AI applications in digital pathology identified in a brainstorming and discussion session with domain experts from
pathology institutes, industry and research.

FIGURE 4. Pathologists’ ratings of the statements ‘‘I am a technophile’’
and ‘‘Pathologists are technophiles.’’

time needed for conducting the interview, there is also con-
siderable time needed for post-processing (e.g. transcription
or coding) of the interview results. Nevertheless, we would
recommend to conduct interviews for information collection
whenever this is possible, as interviews provide much deeper
insights and much more detailed information than question-
naires. Besides the actual answers of the interviewee to the
interview questions, also other aspects observed in the course
of the interview, such as asides made by the interviewee or
the tone of voice used and aspects specifically stressed by the
interviewee, give valuable insights, which cannot be obtained
through questionnaires [78], [79].

2) APPROACH 2: COMPREHENSIVE QUESTIONNAIRES
This approach for information collection tries to mimic the
interview situation by using a comprehensive questionnaire
with many open-ended questions covering all information
topics needed for the development of personas. The goal is
to minimise any bias introduced by the formulation of the
questions and to allow the respondents to set the focus of their
answers on aspects and details that are important from their
point of view rather than influencing them by pre-defined
answer options.

However, the drawback of this approach is the fact that
people are not fond of spending a lot of time on questionnaires
and people do not like writing much text when answering

FIGURE 5. Pathologists’ ratings of the statements ‘‘I see changes as a
positive challenge to look forward to.’’ and ‘‘Pathologists see changes as a
positive challenge to look forward to.’’

questionnaires. Therefore, it is extremely difficult to convince
people to fill in such a long, time consuming questionnaire.
Usually, only a small number of responses to this compre-
hensive questionnaire can be gained from well-disposed and
motivated survey participants.

Furthermore, since the information obtained through ques-
tionnaires is not as rich and detailed as the information
obtained through interviews, a small number of responses
to the comprehensive questionnaire is not sufficient for the
development of personas. Therefore, to gain additional input
from more members of the user group, we used a short
questionnaire in addition to the long comprehensive ques-
tionnaire. This short questionnaire provides an ’indirect view’
by asking to list important skills and main motivational and
annoying/frustrating aspects of the respective job as well as
rating statements about ’typical’ members of the user group.

In our use case, we applied this approach for information
collection from software developers, one of the user groups
identified in step 1 of the persona development process.
The comprehensive questionnaire we created for collecting
all information needed for persona development included
12 open questions. We could obtain 4 responses, all from
people we knew personally, and respondents reported that
they needed about 20 minutes to complete this questionnaire.
With the additional short questionnaire we could obtain input
from further 10 software developers.
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FIGURE 6. Different approaches for user information collection.

3) APPROACH 3: COMBINED VIEW QUESTIONNAIRES +
SUPPLEMENTAL RESEARCH
This approach for information collection avoids the need
for two separate questionnaires and combines ’direct’ and
’indirect’ views on the user group by including questions
regarding the respondents themselves and questions regard-
ing the respondents’ perception of a ’typical’ member of the
user group. When designing this questionnaire, the aim was
to create a questionnaire that takes less than 10 minutes to fill
in. To achieve this, the number of open questions is reduced,
and part of the information needed for developing personas is
not covered by the questionnaire. Instead, information about
job-related tasks and workflows as well as information about
the typical education for this job is collected by additional
research from literature, online resources or through on-site
visits at a typical workplace.

In our use case, we applied this approach for collecting
information about the user group of pathologists. In that
case, descriptions of the education and training required for
becoming a pathologist as well as detailed descriptions of
the tasks of a pathologist could easily be retrieved from the
internet. In addition, we had detailed knowledge regarding the

workflows and work-context from previous work involving
contextual inquiries and on-site visits in a pathology labora-
tory [80].

4) APPROACH 4: SHORT INDIRECT VIEW
QUESTIONNAIRES + EXTENDED RESEARCH
The goal of this approach is to further reduce the time needed
for filling in the questionnaire. Therefore, only those parts
of the information, which must be retrieved directly from
members of the user group and cannot be retrieved through
research, are included in the questionnaire. The focus of
the information, which is retrieved via questionnaire directly
from members of the user group, is mainly on the more
person-related aspects, such as goals, motivations, frustra-
tions, personal traits and attitudes towards AI. To minimise
the number of questions and at the same time minimise bias,
the questionnaire asks about the respondents’ perception of
a ’typical’ member of the user group and thus provides an
’indirect’ view on the user group. The job-related aspects,
such as education/career, tasks, workflows and partly also
skills and knowledge are collected via research. Valuable
information about the characteristic tasks and activities to be
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done in a specific job as well as the skills, knowledge and
education needed for a specific job can be found in respective
job advertisements and articles of educational institutions.
Interesting insights into typical careers and education paths of
people working in a specific job can be obtained from social
media such as, for example, LinkedIn or Xing.

In our use case, we have taken this approach to collect
information for sales representatives for software solutions in
digital pathology, one of the user groups identified in step 1 of
the persona development process.

5) FINDINGS REGARDING DIFFERENT APPROACHES FOR
USER DATA COLLECTION
Experience from practical implementation of different infor-
mation gathering approaches in our use case confirms the fact
described by methodological literature [78], [79] that inter-
views provide much deeper insights and much more detailed
information than questionnaires. Therefore, we would rec-
ommend to use interviews for user data collection whenever
possible.

However, in our use case we were able to collect all user
information needed for persona development also by data
gathering approaches involving no interviews, which is valu-
able when data collection via ethnographic means is costly or
impossible.

While we found that the approach to replace ethnographic
user interviews by a comprehensive questionnaire with open
questions covering all information topics was practically not
feasible, the information needed for persona development
could be obtained successfully through a combination of
questionnaires and complementary research.

C. STEP 3: CONSOLIDATION AND ANALYSIS OF THE
COLLECTED INFORMATION
The goals of this step in the development process of personas
are (1) to get an overview of the information collected, (2) to
distill the important findings from the heap of information
collected, and (3) to decide, based on these findings, which
personas to develop. The process applied to reach these goals
is depicted in Fig. 7.

First, to get an overview of the available information,
all collected information must be gathered in one place.
Depending on the kind of information collected, this central
information storage can, for example, be a database or a
simple spreadsheet document. Thereby, throughout the whole
process of organising, structuring, splitting and condensing
the information, it must be taken care that for each piece of
information the connection to the origin is preserved, so that
it is, for example, possible to find out grouping characteristics
later on in the process.

Once the collected information has been gathered in a
central information storage, different methods are applied for
consolidation and analysis depending on whether the infor-
mation is structured or unstructured:

FIGURE 7. Process applied for consolidation and analysis of the collected
information.

• Visualisation Diagrams (for example bar charts or scat-
ter plots) support consolidation and analysis of struc-
tured information, such as categorical or numerical
information obtained through closed questions in an
interview or questionnaire. Examples of such visuali-
sation diagrams created from questionnaire answers of
pathologists in our use case are shown in Fig. 5, 4, and 8.

• Affinity Diagramming supports consolidation and anal-
ysis of unstructured information such as, for example,
information obtained through open questions in an inter-
view or questionnaire. Thereby, the collected informa-
tion is split into single aspects, all these single pieces
of information are grouped in clusters based on their
content relationships, and each of these clusters gets a
label that summarises the information contained in that
specific cluster.

From the Affinity Diagram or from the diagrams visualis-
ing the structured data it may become apparent that the mem-
bers of a user group cluster into several subgroups regarding
certain aspects, such as, for example, personal traits, educa-
tion, approach towards new technologies, working style, etc.
It is up to the persona development team to assess whether or
not these differences are important and will have an influence
on the usage of the product. For all aspects, where such
differences might have an influence on the usage of the
product, it should be taken care that each cluster seen in the
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FIGURE 8. Diagram visualising the answers of pathologists regarding the
statement ‘‘Pathologists like to work with new technologies and
innovations.’’

data is represented by a distinct persona. When developing
personas for AI applications, clusters with respect to users’
attitude about AI or users’ attitude about new technologies
should always be regarded as important, since these attitudes
will have an influence on the usage of the AI application.
Therefore, when the data indicate such differences in the
users’ attitudes, these different attitudes must be represented
by the created personas.

To illustrate this, we take a practical example from our
use case: The diagram shown in Fig. 8, which visualises the
answers of pathologists to the statement ‘‘Pathologists like
to work with new technologies and innovations,’’ indicates
that there are pathologists who like to work with new tech-
nologies and pathologists who do not. The user’s attitude
towards working with new technologies is regarded to be an
important aspect that needs to be taken into account when
designing or evaluating AI solutions for digital pathology,
since these applications are currently perceived as brand new
innovative technology and not yet commonly used in practice.
Therefore, in our use case we decided to develop two dif-
ferent personas for pathologists in diagnostics: A pathologist
persona type 1, who likes to work with new technologies and
innovations, and a pathologist persona type 2, who is not as
enthusiastic about new technologies.

D. STEP 4: CREATING THE FOUNDATION FOR PERSONAS
In this step of the development process of personas,
a so-called foundation document is created for each persona.
The foundation document contains all information about a
specific persona in a structured way. There are many different
templates and structures for foundation documents proposed
in the literature - examples can be found in [59], [60], [81].
A section of the foundation document, which is specific for a
persona developed for AI, is the attitude of the persona about
AI and the attitude of the persona about new technology (if AI
is perceived as new/innovative technology in the respective
application domain). In our use case, we have structured the

foundation documents, which were created to form the basis
of the user personas for AI solutions for digital pathology,
into the following sections:

• Work (tasks, workflows, context)
• Education/knowledge/skills
• Personal traits
• Motivational factors
• Frustrations/hurdles
• Goals/values
• Attitudes towards AI / attitudes towards new technology

The foundation document serves mainly two purposes:
First, this structured representation of all the information col-
lected for a persona makes it easy to check for completeness
of the information. If important pieces of information for a
persona is missing, additional research can be done to fill
these gaps. Second, this foundation document builds the basis
of any further usage of the persona, such as for example
visualisations of the persona (as described in the next section)
or development of use cases and scenarios for the persona.

E. STEP 5: VISUALISING PERSONAS
In the final step of the process for creating a persona, the
fictional person is made a tangible realistic character to help
people empathize with the persona. To achieve this and bring
the persona to life, the persona is visualised in a nice 1-page
layout, including the persona’s name, a picture showing the
persona, and a narrative text about the persona’s interests,
values, lifestyle, attitudes and behavioural patterns, based
on the information from the persona’s foundation document.
When visualising a persona created for AI, it is important
that this persona sheet gives an indication about the persona’s
attitude towards AI and (if AI is perceived as new/innovative
technology in the respective application domain) conveys
also the persona’s attitude towards new technologies. Exam-
ples of such persona sheets are shown in Fig. 9 and Fig. 10.

One central element for visualising the persona as a tangi-
ble person is the picture of the persona. Salminen et al. (2021)
found that a realistic picture/photo visualising the persona
increases empathy for the persona [82]. Furthermore, to avoid
confusion, it is recommended not to use pictures of different
‘‘persons’’ to visualise one persona [83]. However, it should
be kept in mind that pictures can increase stereotyping and
are perceived differently by people with diverse cultural back-
ground and gender [84]. Therefore, pictures for visualising a
persona must be chosen carefully, so that the chosen picture
does not support stereotyping and helps to communicate the
characteristic aspects as described in the persona’s foundation
document. However, we found that it is rather difficult to
get photos, which are suitable for persona visualisation and
published under a licence that allows their usage for this
purpose. To solve this problem, we have created a set of
fictional pictures suitable for visualisation of personas for AI,
using the code from thispersondoesnotexist.com [85], [86].
Besides the fictional picture of the persona, also a fictional
name, age and other fictional data (such as, for example,

VOLUME 10, 2022 23741



A. Holzinger et al.: Personas for AI Open Source Toolbox

FIGURE 9. Example visualisation of the pathologist persona.
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FIGURE 10. Example visualisation of the software-developer persona.

hobbies, family, . . . ) are added to the persona sheet to make
the persona more realistic. All these fictional parts must be
chosen carefully as well. It must be taken care that they do
not reinforce stereotyping, fit to the character and support
communication of the persona’s characteristics, so that the
persona description conveys all important aspects gathered in
the persona’s foundation document. Furthermore, to validate
the persona sheet we would recommend to obtain feedback
from domain experts, or show the persona sheet to people
from the respective user group and check whether they feel
plausibly represented (as described in [55]).

IV. RESULTS
Our 5-step approach for developing personas for AI is similar
to the ’traditional’ personas development, but throughout the
process the following aspects are specific for AI:

• In step 1 (Identification of (potential) user groups) not
only the end-users of the AI solution but all groups
of people, who need to understand/interpret the results
delivered by the AI solution, shall be taken into account
as (potential) user groups.

• In step 2 (Collection of information about the users)
Information about the users’ attitude towards AI and
(if AI is perceived as new and innovative technology

in the respective application domain) also information
about the users’ attitude towards new technologies shall
be collected in addition to the data/information usually
gathered for ’traditional’ personas.

• In step 3 (Consolidation and analysis of the collected
information) clusters seen in the data with respect to
users’ attitude about AI or users’ attitude about new
technologies shall always be regarded as important,
as these attitudes will have an influence on the usage of
the AI solution. Therefore, such differences indicated by
the data must be represented by the created personas.

• In step 4 (Creating the foundation for personas) the foun-
dation document of a persona created for AI contains a
specific section holding the information about the per-
sona’s attitude towards AI and (if AI is perceived as new
and innovative technology in the respective application
domain) the persona’s attitude towards new technolo-
gies.

• In step 5 (Visualising Personas) it is important that the
persona sheet conveys the persona’s attitude towards AI
and the persona’s attitude towards new technologies.

Furthermore, in this paper we have also described possible
ways of collecting user information for persona development
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by questionnaires and complementary research, when infor-
mation collection via ethnographic means such as interviews
or contextual inquiries is difficult or not possible, as during
a pandemic. We have applied our approach in practice to
develop 9 personas for AI applications in digital pathology
and validated these personas in feedback loops with respec-
tive domain experts. Currently, these personas are used in the
design and development process of the user interface for an
AI solution supporting the analysis of Whole Slide Images in
digital pathology. For this application, from the 9 personas
developed in total, the personas representing pathologists
and AI-laboratory technicians were defined as primary per-
sonas. These personas formed the basis for developing use
cases and scenarios as well as deducing user requirements
for the explanation component in the user interface. During
our many years of experience developing applications for
medicine and recent experience developing medical AI solu-
tions, we quickly realized that our findings would be very
valuable to researchers, developers, and users in the inter-
national community. Therefore, we have now summarized
our findings in this paper and created our GitHub repository
Personas for AI. As shown in Fig. 11, this repository contains
a step-by-step guide to persona development, which includes
recommendations and caveats based on our own practical
experience. In addition, this repository provides clear descrip-
tions of all the methods we recommend using, and supporting
material and tools for each step of the persona development
process. Our GitHub repository includes:
• Helpful impulses for identification of (potential) user
groups for an AI application in step 1 of the persona
development process.

• Concrete examples of interview guidelines and ques-
tionnaires, which can be used as inspiration and start-
ing point for elaborating a successful strategy for the
collection of user information in step 2 of the persona
development process.

• Valuable practical tips for efficient and effective imple-
mentation of Affinity Diagramming to consolidate and
analyse the collected user information in step 3 of the
persona development process.

• A detailed example to showcase how the data and infor-
mation, which forms the foundation of a specific per-
sona, can be organised and structured in practice in step
4 of the persona development process.

• Inspiring practical examples of persona visualisations,
which have been created to support user centered design
and development of AI solutions for digital pathology in
step 5 of the persona development process.

• Ready-to-use and easy to customise LaTeX and
Microsoft PowerPoint templates for creating appeal-
ing visualisations of personas in portrait or land-
scape format in step 5 of the persona development
process.

• A set of more than 4000 artificially created images,
which have been manually curated and annotated to
comprise different genders and age groups as well as a

FIGURE 11. The repository Personas for AI contains a step-by-step guide
for persona development, clear descriptions of the recommended
methods, and useful tools for practical implementation, publicly available
at https://github.com/human-centered-ai-lab/PERSONAS.

wide range of emotions and expressions. As this picture
set provides such a great variety of freely available
pictures, which are suitable for persona visualisation,
it is an invaluable resource for visualising personas in
step 5 of the persona development process.

The toolbox is valuable for both, novice and expert per-
sona developers: The easy to follow step-by-step guide-
line for persona development, the clear descriptions of
the recommended methods and the practical examples are
specifically beneficial for novice persona creators. How-
ever, although expert persona developers are familiar with
the process and methods, they may still find the notes
regarding AI-specific peculiarities useful. In this regard, the
ready-to-use persona sheet templates and the large set of
pictures of faces facilitate persona visualisation for both,
novice and expert persona developers. The repository Per-
sonas for AI is publicly available at https://github.com/
human-centered-ai-lab/PERSONAS.

V. CONCLUSION AND FUTURE WORK
In human-centered design of software applications, the per-
sonas method is used to keep design and development of
the product focused on the individual users’ needs, abilities
and preferences in order to create useful products which are
usable in an easy, secure and trustworthy way.

When it comes to AI applications, the needs of the users
go beyond those for conventional software applications.
AI applications are designed to assist users by, for exam-
ple, reducing workload, improving task performance, or pro-
viding advice. To ensure human–centred AI, they must be
developed with users, their needs, their intended use and
the context in mind, to be useful, usable, reliable, safe and
trustworthy [87].
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Causability must be added to the users’ needs, since
specifically in high-stake domains, such as, for example,
in medicine, users need to understand the rationale and the
trustworthiness underlying the results delivered by an AI
application [41], [88]. Therefore, it is of utmost importance
that AI applications are designed and developed with the
users in mind, in order to achieve human-centered AI solu-
tions with high security, usability and causability.

In this paper, we have described our 5-step approach for
developing personas to support human-centered design of AI
applications, andwe have introduced practical examples from
personas development for AI solutions for digital pathology
to illustrate our approach. Based on our experience, we cre-
ated free tools for developing personas for AI and made these
publicly available in a repository as a contribution to support
human-centered design and the development of AI applica-
tions. This repository Personas for AI is specifically targeted
at the research community and small (start-up) companies,
for which the available commercial solutions and tools sup-
porting persona development are often not accessible.
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