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1 Objectives of the deliverable based on the Description of Action 
(DoA)  

The main objectives of the deliverable are (1) to provide guidance to partners on how to conduct a 
Data Protection Impact Assessment (DPIA) as part of a comprehensive risk management, (2) to 
conduct a DPIA in the applicable scope of the deliverable  and (3) to thereby ensure the protection 
of the fundamental rights and freedoms of natural persons affected by the FeatureCloud data pro-
cessing activities. Consequently, the deliverable seeks to guarantee that all partners in the project 
are able to implement state-of-the-art (technical and organisational) measures for mitigating potential 
risks. In doing so, the present framework particularly promotes the approach of ‘data protection by 
design and by default’. 

The main objective of WP8 is to evaluate the applicability of the FeatureCloud platform in a real-
world setting, and to successfully validate it on clinical data to ensure a wide acceptance beyond the 
research community and to convince clinicians, clinical scientists, and patients to use the Feature-
Cloud platform, this WP will make sure that it can be used as intuitively as possible while providing 
all relevant regulatory, scientific and computational features and guaranteeing data safety in an un-
precedented manner. 

Task 6: Data protection impact assessment (RI, UHAM) 

In alignment with and based on the results of the security and privacy risk assessment and the GDPR 
compliance and ethical evaluation in WP2, WP6 and D10.1 and D1.3, RI will carry out a Data Pro-
tection Impact Assessment in accordance with the provisions of Art 35 GDPR. This includes an 
analysis of data protection law in scientific research and medical research in particular and of the 
admissibility of data processing activities in the FeatureCloud platform. The results will clearly delin-
eate the boundaries between the platform and the applications, state the responsibilities about pri-
vacy measures on the components and modules of the FeatureCloud platform and its applications, 
and include recommendations, guidelines and policies for FeatureCloud application developers to 
guarantee that applications developed and deployed on top of FeatureCloud will produce the ex-
pected privacy guarantees. 

2 Executive Summary  
Deliverable D8.7 of the FeatureCloud project compiles a lot of knowledge developed throughout the 
project in the form of a DPIA report compliant with Article 35 GDPR. It contains, among other things, 
a comprehensive description of the FeatureCloud system, an analysis with regard to data protection 
law and the proposed AI Act, a comprehensive risk analysis, including the identified risk mitigation 
measures and, in Annex I, the FeatureCloud deployment manual comprising those risk mitigation 
measures and recommendations which by their nature go beyond what was possible to implement 
already during the development stage following a privacy-by-design approach but can only be put 
into practice by the respective stakeholders during the different phases of an actual study.  
 
This report, therefore, is able to serve two major purposes: Different stakeholders can use it as a 
comprehensive guidance document for deploying and using FeatureCloud after the official conclu-
sion of the FeatureCloud H2020 research project. In addition, those stakeholders who are obliged to 
carry out a DPIA in the context of applying FeatureCloud can use this report as a basis for a DPIA 
report compliant with Article 35 GDPR. It already contains everything, which could be collected and 
analysed until the end of the FeatureCloud project, i.e. end of 2023, that is necessary for conducting 
a DPIA for the actual use of FeatureCloud in a particular use case. By extending it in relation to the 
circumstances of the individual case a well-founded DPIA for the specific use case can be conducted 
relatively quickly.  
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The key findings of the DPIA documented in this report are that federated learning actually leads to 
the expected privacy and security gain and that additional privacy and security risks which are not 
mitigated by the federated approach have been dealt with or can be dealt with appropriately. In other 
words, when the results of the FeatureCloud project are applied properly, no unmitigated high risks 
remain: the identified risk mitigation measures, which are either already implemented in Feature-
Cloud as far as this has been possible by their nature or are otherwise included in the FeatureCloud 
deployment manual, are able to reduce all identified risks to a level below the critical threshold (“high” 
according to Article 35 GDPR).  

3 Introduction (Challenge) 
The FeatureCloud project has developed a secure, novel architecture and infrastructure based 
thereon for federated machine learning in the medical domain governed by a tailored system for 
immutable access control. FeatureCloud can be implemented in hospitals` IT infrastructure and us-
ing federated machine learning, globally distributed data can be leveraged to learn a global compu-
tational model for healthcare and medical research, but without the need to send confidential data 
over a communication network. 

Through this innovative privacy-by-architecture approach, FeatureCloud intends to substantially re-
duce privacy and security risks for medical data utilised for research purposes, essentially through 
two key characteristics of this approach: (1) no sensitive data is communicated through any commu-
nication channels, and (2) no sensitive data is stored in an additional location and in particular not in 
one central point, which would be a central point of attack. The overall aim is, with these guarantees 
intrinsically tied to the fundamental design of the system, to lower the hurdles for acquiring more 
data for research purposes in order to aid in diagnostics, understand disease mechanisms or assess 
risk factors. 

 

Figure 1. Comparing schematics of conventional machine learning in the cloud (left) and federated 
machine learning FeatureCloud (right). 

Two of the major objectives of this deliverable are therefore (1) to investigate whether these guar-
antees are actually functioning as intended, i.e. that the federated approach leads to the claimed 
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privacy and security gain and (2) to demonstrate that additional privacy and security risks which are 
not mitigated by the federated approach have been dealt with or can be dealt with appropriately. 

This is documented in the form of a Data Protection Impact Assessment (DPIA) report compliant 
with Article 35 of the GDPR, because the literature and practice related to Article 35 of the GDPR 
offers a well-established body of methodology and because the future use of the system developed 
in the FeatureCloud project on real-world clinical data will likely require that a DPIA compliant with 
Article 35 of the GDPR has been carried out. According to Art 35 of the GDPR, a DPIA must be 
carried out if a type of processing is likely to result in a high risk to the rights and freedoms of natural 
persons due to the nature, scope, context and purposes of the processing. In particular, Art 35 (3) 
GDPR provides for a mandatory DPIA if processing on a large scale of special categories of personal 
data pursuant to Art 9 (1) of the GDPR takes place. 

It can be assumed that the practical application of the results of the FeatureCloud research project 
will concern medical data of a large number of persons and the criterion of processing on a large 
scale is interpreted in practice as not very high. For instance, according to jurisdiction of the data 
protection authority in Austria, the recording of health data in a narcotics book, which contains data 
records of (only) about 150 patients (first name, surname, physical state of health, narcotics admin-
istered and quantity dispensed) and about 60 rescue service employees (personnel number and 
signature), may already constitute processing on a large scale of sensitive data. 

Therefore, in many instances, future practical application of FeatureCloud will require that a DPIA 
compliant with Article 35 of the GDPR has been carried out. However, according to this provision, a 
DPIA must be carried out in relation to a specific processing activity (or several specific processing 
activities) of a specific controller (or several specific controllers). The specific purpose of a future 
practical application of FeatureCloud infrastructure and to which data it will be applied by whom 
depends on the individual case and can at this stage not be determined. If this is determined, the 
complete DPIA can be carried out. The present document, compiling a lot of knowledge developed 
in the FeatureCloud project, as will be described in the next section in more detail, contains every-
thing, which could be collected and analysed until the end of the FeatureCloud project, i.e. end of 
2023, that is necessary for that purpose. Aspects of the individual case, however, by their nature, 
can only be analysed once they can be determined. Therefore, the respective parts of this report can 
be considered what is sometimes called a framework DPIA, while all aspects where this was possible 
are already fully analysed and elaborated according to the requirements of Article 35 of the GDPR. 
This report can be used as a basis and extensive body of knowledge for future DPIAs in this context, 
which only need to extend the present report by specific aspects related to the individual case. 

4 Methodology 
Based on WP8 task 6, this is a report on the data protection impact assessment (DPIA) regarding 
the use of the FeatureCloud platform and app store developed in the course of the FeatureCloud 
research project, along the object of consideration described in chapter 5. With the obligation to 
conduct a DPIA, the legislator intends to identify and evaluate possible risks to the rights and free-
doms of natural persons associated with the planned processing, in particular with regard to their 
cause, nature, specificity and severity, before the start of the processing. In this way, the processing 
can be designed from the outset in such a way that these risks are minimised as far as possible. The 
DPIA pursuant to Article 35 of the GDPR is closely related to Articles 24, 25 and 32 of the GDPR. In 
particular, the results of a DPIA are to be reflected in the privacy-by-design measures to be taken 
pursuant to Article 25 GDPR. 

In principle, a DPIA must be carried out in relation to a specific processing activity (or several specific 
processing activities) of a specific controller (or several specific controllers). In the FeatureCloud 
project, a specific infrastructure has been developed for federated machine learning, but how in 
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particular and especially by whom it will be used is intentionally left open. Nevertheless, the use is 
to a certain extent already determined in advance by their architecture and functionality. 

With the aim of providing an analysis that is as close to practice as possible, the present report is 
methodologically structured on the basis of a data protection impact assessment in accordance with 
Article 35 of the GDPR. With regard to the circumstances not yet determined, a framework data 
protection impact assessment (framework DPIA) is carried out. Before the actual use of the systems, 
this framework DPIA can be specified in relation to the circumstances of the individual case and thus 
a well-founded DPIA for the actual use case can be created relatively quickly. 

Ethical considerations guide the evaluation of potential risks associated with the processing of per-
sonal data. This involves ensuring transparency and minimising data collection to only what is nec-
essary, maintaining data accuracy, implementing robust security measures, and safeguarding 
against biases, discrimination, and, in the present context, wrong medical decisions. 

The focal point of ethics lies in the assessment of human action, a pursuit shared with law and related 
disciplines. While ethics aims for universally applicable norms and rules, law pertains to a specific, 
factually grounded order whose norms it interprets and enforces, known as positive law. Legal 
norms, distinct from ethical norms, serve as codified directives for conduct, which may draw from 
ethical norms but are not bound to them. Ethics comes into play, particularly in legal sciences, when 
contemplating the justification of these orders and norms, as seen in fields like philosophy of law, 
legal history, and legislative theory. The convergence of law and ethics in content emerges promi-
nently in the deliberation of fundamental principles and the rule of law. These encompass: 

● The principle of legality: constraining state authority by laws (formal rule of law) and the man-
date to achieve substantive justice (substantive rule of law).  

● The principle of separation of powers: delineating functional and organisational separation of 
legislative, executive, and judicial branches.  

● The principle of certainty: necessitating clarity in the content of state action (legal clarity).  
● The principle of the protection of legitimate expectations: ensuring predictability and reliability 

in state action (legal certainty).  
● The principle of proportionality: upholding a balanced relationship between the end goal 

(common good) and the means (restriction of freedom) in state interventions. [D10.1: 5.3] 

These principles of the rule of law find expression in fundamental rights, enshrined in pivotal legal 
documents of nations, such as the Constitution for the Federal Republic of Germany (Grundgesetz 
für die Bundesrepublik Deutschland, GG) or in Austria, divided into the Federal Constitutional Law 
(Bundes-Verfassungsgesetz, B-VG), the Basic Law on the General Rights of Citizens of 1867 
(Staatsgrundgesetz über die Allgemeinen Rechte der Staatsbürger, StGG), and further legislation 
implementing international human rights conventions. [D10.1: 5.3] 

This common foundation is predominantly codified in international treaties, or, due to ongoing Euro-
pean integration, on a supranational level, as seen in the EU or the European Convention of Human 
Rights (ECHR). The contents of international human rights conventions are also entrenched as fun-
damental rights in constitutions or statutory laws, exemplified by the Universal Declaration of Human 
Rights, the European Convention on Human Rights, the Geneva Convention, and the EU Charter of 
Fundamental Rights. Moreover, in the Member States of the European Union, fundamental rights 
can be directly established by legal acts of the EU, as exemplified by the General Data Protection 
Regulation (GDPR). [D10.1: 5.3] 

This document follows the methodological framework for conducting a Data Protection Impact As-
sessment (DPIA) of the data processing operations taking place in the FeatureCloud system. The 
following framework is based on the requirements of Article 35 of the GDPR and on common inter-
national standards and approaches in regard to impact-, risk- and technology assessment and 
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adapts these methodologies to enable an adequate analysis of the AI-based data processing activ-
ities within the FeatureCloud system. Most importantly, the analysis will not be limited to data pro-
tection aspects but considers other relevant fundamental and human rights as well. Thereby we are 
striving to present and implement a human rights-based approach (United Nations, 2006) to assess 
the impact of data processing operations, which complements traditional DPIA methodologies. An 
important reference has to be emphasized here to Deliverables D2.1 and D1.3, which contain many 
details on general risk assessment methodology and partly provide the basis for the risk analysis 
that is documented in this deliverable. Specific and further methodological considerations for risk 
analysis are discussed in chapter 9.  

A constant exchange with the technical partners in this project on a substantial and qualitative level 
was indispensable for an understanding of the potential risks coming along with the FeatureCloud 
system as well as for devising measures. 

Providing the methodical DPIA framework presents the first step in a (challenging and yet worth-
while) process that will endure as long as the life cycle of the FeatureCloud system. As such, the 
assessment process is essential to ensure the legal and ethical compliance of the AI-based technol-
ogy in question. 

In the course of writing we closely analysed existing guidelines (issued by the OECD, High-Level 
Expert Group on Artificial Intelligence, Council of Europe, Amnesty International, EDPS, German 
Data Ethics Commission, CNIL, ICO, ICDPPC, IEEE etc.) and actively follow the European and 
international development of guidelines on AI and Ethics, with a special focus on aspects of AI in 
(bio-)medicine and health.  

The present report has been written as deliverable D8.7 of the FeatureCloud project as an ongoing 
endeavour throughout the final phase of the project. Its content, however, has been developed in all 
phases of the project from the outset. The processes of conducting privacy and data protection anal-
yses, impact assessment and risk assessment in particular started from the project’s beginning and 
were carried out throughout the project, strongly interlinked with all relevant design and development 
activities in the project. All substantial results of these processes are documented in the present 
report, which is also meant to be a compilation of all project results in this context that have already 
been documented in other deliverables and publications of the project. A significant portion of the 
content of this document has therefore been compiled from other deliverables of the FeatureCloud 
project, which is indicated in square brackets in the following format: [<deliverable number>:<section 
number>]. A particular case is the description of the FeatureCloud architecture and implementation 
in the following chapter, which is spread over several deliverables created in different phases of the 
project and is now for the first time collected in one place and in accordance to the final state at the 
end of the project. In addition, the present report contains references to other FeatureCloud deliver-
ables, in particular for further details or in order to point to specific risk mitigation measures described 
there.  
 
5 Data Processing Operations in Scope 

The overview of the structure and functioning of the FeatureCloud platform and app store in this 
chapter is based on the contents of the FeatureCloud deliverables D2.1, D2.2, D2.3, D6.1, D6.2, 
D6.5, D7.1, D7.2 and D10.1. Please refer to these deliverables for further details. 

Machine learning depends on the availability of large amounts of data. In biomedicine, vast amounts 
of data exist and could aid in diagnostics, understanding disease mechanisms or assessing risk 
factors. However, potentially valuable data, such as electronic health records (EHR) or omics data, 
is often scattered across multiple facilities, rendering large-scale ML infeasible without sharing of 
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personal data. In most cases, sharing of data is not an option due to privacy considerations or lack 
of trust. 

FeatureCloud employs the approach of federated learning to utilise that treasure of scattered data 
for such research while still maintaining the required level of privacy. Federated learning allows to 
carry out machine learning on data distributed across different sources without having to copy the 
data into a large common database. Instead, as shown in the figure below, only data of models which 
are trained locally are transferred to a central instance in order to build a global model. This is 
achieved by pushing the appropriate algorithms to local execution platforms inside the data holders’ 
premises, calculating the feature vectors there and subsequently pushing them back to the overall 
platform, possibly in an iterative process going back and forth until convergence has been reached 
(Yang et al.  2019). [D2.2:3.1] 

The following figure, based on the simplified example of a linear regression, illustrates how such a 
global model could be trained using federated learning on the basis of data distributed over different 
hospitals. 

 
Figure 2. Global platform schematics (simplified) where participating hospitals send local models 

to coordinators who computes and distributes the global model back to participants. 
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In machine learning, two fundamental stages can be distinguished: (1) the actual machine learning, 
i.e. the training of a model based on a particular dataset and (2) the application of this model on 
data, i.e. the inference, e.g. to classify that data. The FeatureCloud project centres around the train-
ing stage, developing methods, infrastructure and apps for federated machine learning. The actual 
training of models that may be applied in medicine and even more so, the application of those models 
is not carried out within the FeatureCloud Project. The specificities of such training and application 
will be determined in the future and depend on the individual case. Nevertheless, this DPIA shall 
address the risks to those data subjects to whom the models will eventually be applied, but limited 
to the perspective of training the model. 

Federated ML broadly involves two general operations, possibly alternating in multiple iterations: 
local optimization and global aggregation. In FeatureCloud, all running instances of a federated ap-
plication (app) take one of two roles: participant and coordinator, performing the respective federated 
operation. FeatureCloud expects precisely one coordinator and an arbitrary number of participants, 
leading to a star-based architecture. 
 

 
Figure 3. Four stages of federated execution in FeatureCloud. The four main stages are 1) local 

data loading, 2) broadcasting a global model, 3) gathering local models, 4) compiling results. Stage 
2 and 3 can be repeated depending on the executed algorithm. ‘C’ and ‘P’ stand for coordinator 
and participant, respectively. The yellow stars in stage 1 and 4 represent local training data and 

global parameters, respectively. 
 
After a local optimization operation has been completed by a participant, it sends the local parame-
ters to the coordinator. The coordinator collects these parameters and aggregates them into a com-
mon (global) model, which is shared with the participants. Depending on the type of ML algorithm, 
these two operations can alternate a couple of times, e.g. until convergence or a predefined number 
of iterations has been reached. For some algorithms (e.g. random forest, linear regression), only one 
iteration is necessary. However, this strict separation between optimization and aggregation is not 
actively enforced by FeatureCloud. In many cases, aggregation can already start after the first pa-
rameters have been received, thereby increasing efficiency through parallelization of the computa-
tion. Figure 1 shows the logical roles of coordinator and participant, however in practice the coordi-
nator usually has local data as well. Therefore, FeatureCloud also allows the coordinator to addition-
ally assume the logical role of a participant [D.7.2:2.2]. 

5.1 Architecture 

In this section, the technical details of the FeatureCloud system are described. It is split into an 
overview of the system architecture, i.e. the high-level constellation of the system components and 
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their tasks, and the respective software architectures and details on behaviour and applied technol-
ogies of these components. [D7.2:4] 

The FeatureCloud architecture consists of the following system components (see Fig. 4): Local Con-
troller (deployed at every data holder’s site, i.e. participant), relay server, global backend, frontend, 
and App Store Server (formerly known as AI Store Server). [D7.2:4.1] 

 

Figure 4. Interactions between the FeatureCloud system components. Frontend and local control-
ler are at the data holder’s site (i.e. participant), App Store server and global backend run on Fea-

tureCloud servers. 

On the data holder’s (participant) site, the controller and frontend web application are running. On 
the FeatureCloud servers, the App Store Server, including a Docker registry, and the global backend, 
are running. Optionally, a global relay server is provided by FeatureCloud as well, in case setting up 
a custom relay server is not required or not possible. [D7.2:4.1] 

The controller orchestrates app execution by instructing the Docker engine to create or shut down 
app containers, create and mount input and output volumes, and expose the required ports for the 
FeatureCloud API. It also serves as a proxy between the frontend and the app containers to decouple 
containers from the frontend. The frontend is used to access the controller and manage the Feature-
Cloud account, federated apps, and projects, which involves the global backend. The relay server 
acts as a communication hub for all participants of a workflow. Since it relays model parameters and 
has access to this data, users might want to use their own relay server instead of using the one 
provided by FeatureCloud. The App Store server is used to host app images and is described in 
section 5.2.2 in more detail. The global backend stores all user information, information about data 
holders, apps, projects and workflows, and is involved during workflow execution by saving the cur-
rent step and progress. However, it never has access to any raw data or traffic between apps par-
ticipating in a workflow, which is one of the crucial properties of FeatureCloud. [D7.2:4.1] 

The FeatureCloud platform intends to accelerate all steps involved in federated learning, in particular 
the development of federated algorithms by providing an open API, the deployment and distribution 
of the algorithms though an App Store (https://featurecloud.ai/app-store) and the application of the 
algorithms for individual use cases in the form of configurable workflows. 

https://featurecloud.ai/app-store
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The FeatureCloud platform consists of a number of nodes (sites) running the machine learning al-
gorithms on the locally available data, communicating with a number of other services that orches-
trate the process (see Figure 5). [D2.1:4.3] The platform is controlled via a web application (frontend) 
involving user rights management. For a more detailed description of the system, the reader is re-
ferred to deliverable D7.2 “App store ready and extendible by developers”. 

The following conceptual figure [D6.5:Figure 2] also illustrates how FeatureCloud components could 
be deployed in every participating hospital (participant) and the related data processing and data 
flows from a technical point of view. The grey area represents the FeatureCloud components which 
are deployed in the participant site. The database on the right represents the existing patient data 
participant site. There is no direct access to that data for processing it for FeatureCloud purposes by 
other participants or the coordinator. Instead, through a separate manual or automated loading pro-
cess upstream only data for which a permission exists is copied to a separate data store for Fea-
tureCloud purposes. This data store is still a local data store at the participant’s site. As mentioned 
above, it is the key feature of FeatureCloud that this patient data never leaves the local site. How-
ever, the separation by way of that data loading process is absolutely necessary because a separa-
tion of patient treatment on the one hand and research on the other hand is strictly required. In 
particular for safety and security reasons, research cannot be carried out directly on the data in the 
local patient data management system. 

 

Figure 5. Integration of the blockchain-based consent solution into the FC architectural concepts 
including the participant site. The figure focuses on the integration of the blockchain-based consent 

solution developed in WP6 and summarised in chapter 5.2.6. 
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Figure 6. FC architectural components and their interplay. 

5.2 Components and Concepts 

FeatureCloud’s primary goal is to simplify the development and usage of federated ML algorithms. 
This involves the following concepts and three phases: development of apps, distribution of apps, 
and usage of apps. Each of these is described in the following subsections. Furthermore, the tech-
nical details of the FeatureCloud system (system and software architecture) are described. [D7.2:3]. 
The goal of the KPIs presented in deliverable D2.2 is to measure how well data security is ensured 
and privacy leakage is mitigated. 
5.2.1 FeatureCloud Apps  

Since FeatureCloud does not impose restrictions on the kinds of algorithms it supports, the execution 
environment of the federated apps is kept very general. It allows for implementing any type of ML 
algorithm and an optional custom graphical user interface (GUI) for user interaction, also referred to 
as app frontend. [D7.2:3.1] 

From a technical point of view, a FeatureCloud app acts as a web server (see section 5.2.5), re-
sponding to requests sent from the FeatureCloud system or the app frontend. No direct Internet 
access is granted to apps, as that would pose a security risk. 
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System access of apps should be as limited as possible to rule out several attack vectors, such as 
leakage of sensitive data or access of data that should not be included in an ML algorithm (e.g. due 
to lack of consent). FeatureCloud uses Docker as a virtualization technique. Docker has been widely 
adopted in the developer community, particularly in the area of web development. It is available for 
all major operating systems (Linux, Microsoft Windows, macOS), making FeatureCloud nearly plat-
form-independent. Docker also offers the necessary level of isolation, preventing Internet and file 
access if not explicitly granted, and sandboxing to limit the usage of compute and memory resources 
if necessary. These isolated running environments (containers) are created from pre-defined images, 
which are the federated apps in our case. [D7.2:3.1] 

ML apps need access to training data to optimise their models. As depicted in Fig. 7, apps cannot 
access sensitive data directly. Instead, the app user needs to provide the data to the FeatureCloud 
system, making it available to an app. From an app perspective, the data can be expected to reside 
inside a dedicated input directory mounted to the app container. Analogously, all results generated 
by an app must be put inside an output directory, which is provided by FeatureCloud as well, whose 
contents can be downloaded via the FeatureCloud user interface. [D7.2:3.1] 

This output data can also be picked up by another app that is executed successively and finds the 
output data of the previously run app inside its input folder. Chaining these apps is a feature that 
allows the composition of multiple apps into a workflow, a concept that is further described in section 
5.2.5. [D7.2:3.1] 

The FeatureCloud controller (Fig. 7) regularly asks a running app whether it has new model param-
eters to share with the other members of the federation. If this is the case, it loads them from the app 
and hands it over to the other apps, depending on whether it is a participant or a coordinator, as 
described in section 2. If the global model parameters need to be shared with the app, the controller 
actively sends them to the app. [D7.2:3.1] 

 

Figure 7. Execution environment for FeatureCloud apps. App users decide what data to load into 
the system. FeatureCloud apps cannot directly access the file system or the internet. 

The API is based on the TCP/IP-based HTTP protocol, which is asynchronous by its nature. In web 
terms, the FeatureCloud app acts as a web server and the FeatureCloud controller acts as a web 
client. [D7.2:3.1] 
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An app can also provide its custom user interface to allow for monitoring the computation or for 
interaction with the user. To this end, additional endpoints need to be defined, which can then be 
accessed from the app user’s browser. Web technologies are used for GUI design, i.e. 
HTML/CSS/JavaScript. Custom endpoints cannot be accessed directly due to technical and security 
reasons. In a typical scenario, the FeatureCloud controller runs on a central server inside a data 
holder’s local network and users access the frontend from a different machine inside the network. 
To make this possible, the FeatureCloud controller listens on only one port, which can e.g. be ac-
cessed through an SSH tunnel, redirecting all app-targeted traffic to the correct container. 

The development of algorithms involves intensive testing and debugging. For rapid development, it 
is crucial that these testing and debugging cycles are as quick as possible. Therefore, FeatureCloud 
comes with a local test framework that enables app developers to instantly run their application on 
their machine without deploying it first. When using this functionality, one has to specify the number 
of participants, i.e. app instances to simulate, and a data directory for each instance containing the 
respective input data. When started, the FeatureCloud controller creates one container for each 
instance and connects them logically identically on the developer’s machine to a truly federated 
setup on different machines. [D7.2:3.1] 

The API has deliberately been designed in an algorithm and usage agnostic way. This leads to high 
flexibility but requires the app developer to implement all algorithm-specific functionality by them-
selves. To quickly introduce developers to the API and provide a convenient starting point for app 
development, FeatureCloud comes with a collection of easily extendable templates. This collection 
includes a minimal template with a demo Python/Flask implementation, stubs for all API calls and a 
blank demo frontend, and a federated mean app. [D7.2:3.1] 
5.2.2 FeatureCloud App Store 
FeatureCloud presents all implemented apps in an easily searchable App Store to make federated 
ML available for as many users as possible. Conversely, app developers need a simple way to share 
their apps and attach important information, such as the required input data format, the format of the 
produced output, usage instructions, and privacy considerations. [D7.2:3.2] 

 

Figure 8. FeatureCloud App Store. Users can select from a variety of ready-to-use apps. 
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As described in section 5.2.1, all apps are stored as Docker images. Conventionally, docker images 
are shared using a Docker registry, to which new or updated images can be pushed and existing 
images can be pulled. FeatureCloud uses a standard Docker registry and controls its access through 
a proxy server (see Fig. 9). 

 
Figure 9. Users and developers access the Docker registry through an App Store Server. App us-

ers can only pull, app developers can also push new images. 

Sharing the app after implementation on the FeatureCloud App Store involves the FeatureCloud 
website and usage of the Docker CLI [See D7.2:E/2 Manual for App Developers]. When a new image 
is pushed to the registry, the App Store Server assures that the developer has the required permis-
sions to push the respective image by connecting to the Auth Server. If it is successfully authenti-
cated, the image is uploaded to the FeatureCloud Docker registry and becomes available to other 
users. [D7.2:3.2] 

Pulling the images is done automatically when the workflow starts running [See D7.2:E/3 Manual for 
App Developers]. The only technical requirement is a Docker installation on the user end. All the 
other steps are performed without user interaction. [D7.2:3.2] 

After the app image is available in the FeatureCloud App Registry, developers can publish their app 
in the App Store. As a first step, a FeatureCloud account needs to be created and verified by a 
confirmation link sent to the corresponding email address. As soon as the user activates the devel-
oper mode in the profile settings, the App Store provides an additional tab “Developed” which will list 
all of the user’s developed apps. Furthermore, a developer sidebar, including a “Create App” button, 
becomes visible. [D7.2:3.2] 

Users can search the App Store using full-text search or by choosing an app category or tag (see 
Fig. 10). Apps that have been reviewed by FeatureCloud are marked as such and shown by default. 
Other apps are only shown if the user explicitly accepts unsafe apps. Before using an app, users 
need to add it to their personal library of apps. This serves as bookmarking and allows for adding an 
extra licensing step in the future. Once added to their library, users can include an app in their work-
flow and provide the developer with feedback, i.e. a star-based rating and a clarifying comment. 
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Figure 10. App Store for developers. Developers can see the apps they already published in the 
“Developed” tab. 

Clicking the “Create App” button forwards the user to an input form (see Fig. 11) that is used to 
describe the information about the app. An app consists of a name, short and large description, an 
icon, and one or multiple labels that can be used as search tags. Furthermore, an app type needs to 
be selected that is either “Preprocessing”, “Analysis”, or “Visualization”. The privacy technique de-
fines what methods are used in the app to preserve privacy. For now, this can be “Federated Learn-
ing”, “Differential Privacy”, “Secure Multi-Party Computation” or combinations of them. Finally, the 
image name needs to be defined to connect it to the corresponding app in the FeatureCloud App 
Registry. The app information can always be updated by the app author at a later point. 
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Figure 11. Publishing an app. Developers can publish an app by defining the app information and 
link it to a Docker image in the FeatureCloud App Registry. 

5.2.3 App Certification 

Allowing third-party developers to quickly and easily push apps to the app store and use them for 
collaborative studies is one of FeatureCloud’s selling points. However, it is difficult to automatically 
ensure privacy awareness of such apps (see deliverable D2.2, KPI ‘Privacy Requirements’). There-
fore, FeatureCloud distinguishes between two types of apps: 1) certified ones and 2) uncertified 
ones. By default, the app store only displays apps that have been certified by the responsible Fea-
tureCloud member (currently) or auditor (in the future). The user needs to actively choose to display 
uncertified apps and is warned and informed about the risks. In general, users are advised to only 
use uncertified apps from a source they trust, e.g. a collaboration partner they already work together 
with. [D7.2:3.2] 

If developers want their apps to be certified, the source code needs to be completely accessible to 
the responsible FeatureCloud member (currently) or auditor (in the future). After the code has been 
reviewed and deemed secure, the Docker image is built by the consortium member/auditor and 
pushed to the app store via the Docker CLI. The FeatureCloud system recognizes the author of the 
image as a trusted party and marks the corresponding image version, identified by its SHA256 di-
gest, as certified. After a successful certification, third-party developers can still push new uncertified 
versions to update the app or fix bugs. However, each update of the app, and respectively each new 
version, needs to be certified again to make sure that the update does not raise any privacy issues. 
In the meantime, all users who added a particular version of an app from the app store to their 
personal library of apps will automatically keep this version in their library. At this point, if a user 
wants to update their app to a new (certified) version, they need to remove it and add it again. This 
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process will be simplified in future App Store releases and replaced with a convenient update func-
tionality as it is already established for mobile phone app updates. [D7.2:3.2] 

5.2.4 Workflows 

 

Figure 12. Workflow has finished successfully. A workflow which has successfully completed of-
fers its results as download in the FeatureCloud frontend. Logs can also be downloaded for debug-

ging purposes. 

To run a study with other collaborators, a project needs to be created in the FeatureCloud frontend 
first. Projects consist of a name and a brief description to provide information for invited collaborators. 
Additionally, they contain a workflow, defining which apps will be executed in which order. The cre-
ation of a project is only possible for FeatureCloud users assigned to a data holder site (see section 
5.2.5, Fig. 16). When they create a project, they act on behalf of their site. In practice, users typically 
are medical doctors or academic researchers who administer a FeatureCloud project, and sites are 
medical facilities or academic institutions. [D7.2:3.3] 

The following two subsections describe how a workflow can be composed from a user (coordinator) 
perspective and how the consecutive execution is performed from a technical perspective. [D7.2:3.3] 

All apps that should be part of the workflow need to be added from the user’s library of apps (see 
Fig. 10). However, it is not required that all participants later have the apps in their library. After all 
apps have been added, the project is finalized and becomes immutable. To invite other collaborators, 
tokens (i.e. large random strings) need to be shared with them. Tokens are uniquely linked to a 
project and allow for joining the project. They can only be used once for security reasons and need 
to be entered in the FeatureCloud frontend. Once all participants have joined, the coordinator can 
take a final look and start the project. From that moment on, no one can join anymore and the exe-
cution begins. [D7.2:3.3] 
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Figure 13. Process of composing a project, inviting participants and starting a project. Green sym-
bolizes human interaction; blue symbolizes automatic behaviour. 

Once the coordinator has triggered the execution, the FeatureCloud controller creates the input vol-
ume for the first app in the workflow at each participating site. This volume needs to be provided with 
the actual data relevant to the study, which is processed by the workflow. The users need to select 
the data via the FeatureCloud frontend, which is then sent to their local controller, importantly not 
leaving the data holder’s domain. As described in section 5.2.1, each app has an input and output 
directory, which serves as a file-based data interface to FeatureCloud. [D7.2:3.3] 
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Figure 14. Workflow execution managed by the FeatureCloud system. Green symbolizes human 
interaction; blue symbolizes automatic behaviour. 

After each participant has selected their input data, the first app is started as a docker container. The 
current progress of the workflow can be monitored in the frontend, showing the currently executed 
step (i.e. app) and providing its container logs if required (see Fig. 12). In general, no user interaction 
is necessary from this point on unless an app in the workflow actively requires so through its custom 
frontend. The app frontends can be accessed from the workflow page as well, usually to monitor 
app-specific events or view visualizations provided by the app. When the computation of a step has 
been completed, indicated by the coordinator app instance, all containers of this step are shut down 
and the contents of the output directory are placed inside the input directory of the next app in the 
workflow. These intermediate results can also be downloaded from the frontend for later investigation 
or detecting potential errors in the analysis. All debugging output produced by apps is stored in a 
directory on the controller machine, to investigate errors that might occur during execution. [D7.2:3.3] 

A workflow can thus be regarded as a processing pipeline, composed of apps provided by Feature-
Cloud, enabling an additional level of customizability (For a selection of the currently available apps, 
see D7.2:5; for a complete workflow sequence diagram, see D7.2:E/3 Manual for App Developers). 
[D7.2:3.3] 
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5.2.5 Implementation 

This section contains information about technology, software architecture and implementation details 
for each of the integral FeatureCloud system components. [D7.2:4.1] 

Local Controller. The local controller needs to be able to handle large amounts of data and asyn-
chronous tasks as well as keep up multiple socket connections and support HTTP-based and raw 
byte traffic. For this reason, this component has been implemented in Go (aka Golang), a native 
programming language developed for server applications. It allows for lightweight co-routines to 
monitor app containers and regularly query for updates from the global backend. [D7.2:4.1] 

 

Figure 15. Software architecture of the local controller. It uses a layered architecture preventing 
arbitrary access across layers by enforcing a partially ordered access hierarchy. 
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The software architecture has a layered structure, with a decreasing level of abstraction from top to 
bottom (see Fig. 15). The platform application layer is the main entry point responsible for reading 
configuration values (e.g. local database credentials, address of the global backend) and starting an 
HTTP server and polling routines. The HTTP server provides endpoints for the frontend to control 
workflow-related tasks, such as loading data into the first input volume, showing container logs. It 
also relays traffic to the app-specific frontends. The workflow layer offers abstract functions for the 
HTTP server and takes care of workflow management, such as setting up and attaching volumes, 
starting containers, shutting them down, reacting to updates from the global backend (by using the 
data layer through the core layer). The core layer provides an abstraction of the core business logic, 
especially app container management and functions for testing apps during development. The link 
layer handles communication between app containers and the relay server, translating raw byte-
traffic from the relay server to HTTP-based traffic for the containers and vice versa. The controller 
acts as an HTTP client in this case, and the app containers as HTTP servers. This way, active access 
by the app containers to the Internet can be avoided. The virtualization layer is a direct abstraction 
of Docker, which allows for replacing the virtualization technique in the future if needed for security 
or compatibility reasons. [D7.2:4.2] 

Relay Server. The relay server implements basic relay functionality for star-based federations of 
clients. It knows the role of each client (i.e. participant or coordinator) and treats their traffic accord-
ingly. If data is received from a participant, it relays it to the coordinator. If it is received from the 
coordinator, it is broadcast to all clients. A relay server can handle multiple workflows at once. For 
that, it uses workflow-specific credentials chosen by the coordinator and automatically distributed to 
the participants by the global API. Like the controller, it is written in Go since it needs to efficiently 
handle large amounts of binary data, which Go is capable of. [D7.2:4.2] 

Global Backend. The global backend mainly offers an HTTP API for controllers and the frontends. 
It is responsible for managing all necessary data related to projects, apps, users and data holders 
(sites). It is implemented in Django, a Python web framework that offers the functionality for this kind 
of task, particularly database abstraction, URL routing and web-related utilities (e.g. JSON serializa-
tion, HTTP abstraction). [D7.2:4.2] 

 
Figure 16: E/R diagram of the data model in the backend. Grey boxes represent entities, blue dia-

monds represent relationships. 
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The E/R diagram of the data model is shown in figure 16. The global backend allows controlled 
access to instances of these entities. [D7.2:4.2] 

User. Users have an email address and a hashed and salted password allowing them to log in to 
the FeatureCloud frontend, which then queries the global backend. In practice, a user is either a 
developer who has apps linked to them through the ‘develops’ relation, or an end user. Both, devel-
opers and end users, can add apps to their library (relation ‘has in library’) and manage a site (relation 
‘manages’). 

Site. Sites have necessary contact information and represent a data holder location, e.g. a hospital 
or academic research institution. Each site needs to run a controller instance (see Fig.15) to partici-
pate in projects (relation ‘is part of’). When a site is part of a project, it can either assume the role of 
the coordinator or a participant. 

Project. Projects encompass a workflow, descriptive information and a set of tokens allowing for 
joining a project (see section 5.2.4). Tokens are not modelled explicitly. Instead, the ‘is part of’ table 
is used, which can have entries with a token string and where the related site is NULL. Once a site 
joins a project, this entry is linked accordingly and can no longer be used by anyone else. 

App. Apps are AI applications which appear in the app store. They contain an image name, which 
needs to be used when pushing new versions of the app, an icon, a short and long description, tags, 
a category and link to the source code. They are linked to a developer through the ‘develops’ relation 
and workflows they are part of through the ‘is in workflow’ relation. 

App Version. New versions of apps are tracked automatically when pushing a new version via 
Docker by the developer and are linked to the respective app through the ‘has’ relation. 

Frontend. The frontend serves as a graphical user interface (GUI) for FeatureCloud users and de-
velopers. It is the only component FeatureCloud users directly interact with. It then calls the API of 
the controller or the global backend on behalf of the user, depending on the nature of the task (local 
controller/ global backend). Since the frontend needs to be platform-independent, it has been imple-
mented as a web application running inside a browser. This enforces a clear separation between 
GUI-related concerns and backend-related tasks by employing an HTTP-based API, as described 
earlier. Angular has been chosen as a web framework due to its high popularity, long-term support 
and extensive functionality. [D7.2:4.2] 
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Figure 17. FeatureCloud frontend. The frontend serves as a GUI for the users and allows intuitive 
project management, workflow execution, presentation of apps in the App Store, and many more. 

The GUI is structured into the following sections (accessible through the menu): 1) Account man-
agement, 2) Site management, 3) App management, 4) Project management and 5) App testing, 
each divided into subsections again. For more details and walkthroughs, see supplement, section 1. 
[D7.2:4.2] 

App Store Server. As described in section 5.2.2, the App Store server is connected to the global 
backend that serves as an auth server and a Docker registry (see Fig. 9). It performs two main tasks: 
relay queries from the local Docker engines using the Docker registry API 
(https://docs.docker.com/registry/spec/api/) and protecting images from unpermitted access, in par-
ticular restricting pushing of images to the respective app developers. For that, the App Store server 
provides endpoints to request a JWT token which is then attached automatically by the Docker CLI 
to authenticate consecutive actions. App developers need to be FeatureCloud users and use their 
FeatureCloud credentials to login. That way, the global backend acting as an auth server can check 
whether the user pushing an image is the corresponding app owner. [D7.2:4.2] 

Like the controller and relay server it is written in Go for performance reasons. App images can be 
several GB large and pulling images is a task performed each time before a workflow step is exe-
cuted, making performance a critical consideration. [D7.2:4.2] 

  

https://docs.docker.com/registry/spec/api/
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5.2.6 Blockchain-based mechanism for logging and auditing of data 
usage 

For the purpose of enabling complete control of all uses of personal data through FeatureCloud, a 
blockchain-based logging and auditing mechanism has been developed in Work Package 6. As out-
lined in D6.1, the general fundamentals and requirements for this development in WP6 were as 
follows: 

● The system is expected to work in a minimal trust environment where some of the actors can 
behave maliciously (excluding the auditor). 

● The system is expected to reduce trust assumptions on centralized services, and is able to 
tolerate or minimize the effects from maliciously acting or compromised participants. 

● The system should make the audit process easier for detecting wrongdoings. 
● The system should ensure traceability, confidentiality and integrity of healthcare data used 

for studies. 
● It should be analysed if and how patient consents and identities could be managed digitally 

in a secure way. 
Based on this, a comprehensive and structured list of 19 requirements with a particular focus on 
consent management from different perspectives such as legal, technical and privacy/ethical was 
compiled in D6.3. 
An architecture was chosen that allows to create a permanent record of the machine learning activ-
ities managed by the platform. For this purpose, in particular the local manager executing the ma-
chine learning algorithms is required to create a new log entry whenever a new study is to be per-
formed. The key elements for such entries include:  

● input data (training set) for the machine learning model used 
● matching consent confirmations for all patient in the input dataset  
● intermediate states  
● output data  
● meta-information about the study itself, including a unique identifier  
● specification of the machine learning algorithm and the corresponding hyper-parameters 

To hide all sensitive information, the above elements are not stored directly. Rather the record is 
composed of fingerprints of the data calculated using cryptographic hash functions in the form of a 
Merkle tree (as described in Section 4 of D6.1). The properties of the cryptographic hash function 
ensure that it is not possible to derive any of the information using the publicly stored fingerprint, 
while the record serves as a binding commitment. Upon request by an auditor, the local manager 
discloses the requested record(s) (identified by its fingerprints) to the audit, which first verifies that 
record against the publicly stored fingerprint, and then checks the validity of the consent confirma-
tions to ensure only data for which consent was given are actually used to train the machine learning 
model. The data is only required/extracted to be managed by the auditor during the duration of the 
actual audit. This drastically reduces the attack surface, as there is no single party where all data is 
required to be stored. The separation ensures that, in case of a data leak or compromise of one of 
the parties, the other parties are unaffected. To hold the local project manager accountable, each 
record (fingerprint) is further associated with the manager's identity. This identity is established by 
using asymmetric cryptography, in particular digital signatures. Prior to the use of the system, the 
local manager generates a cryptographic keypair and registers the public key at the auditor. Upon 
writing a new record to the blockchain, the record is signed using the corresponding private key. 
A key characteristic of this solution, which follows from the above, is that an audit can only be carried 
out as long as the original data (i.e. the records of patient data on which the research was performed) 
has not yet been deleted (see also section 5.1.6.b of D6.2). In other words, this solution enables 
proving that the use of a particular data record for a study was lawfully based on valid consent as 
long as this record exists. This characteristic, following necessarily from the way this prove is pro-
vided cryptographically, has some similarities to the underlying principle behind Article 11 GDPR, 
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which limits the obligation to store data only for compliance purposes and prioritizes data minimisa-
tion instead. A prototype based on the architecture and requirements described above was imple-
mented in WP6 on the basis of a permissioned private blockchain based on Hyperledger Fabric and 
x.509 certificate-based identities. The underlying concepts are outlined in detail in D6.2, and the 
implementation is outlined in D6.4.  

 
Figure 18. Fundamental elements of the blockchain-based consent management solution and their 

interplay. 
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5.2.7 Specific technical and organisational Measures (particularly for 
App Developers) 

In terms of privacy, the following fundamental technical measures need to be considered during 
deployment of FeatureCloud: 
 
Although federated learning preserves privacy to some extent, the intermediate results (model pa-
rameters) exchanged between the parties may be abused and reveal some private information about 
the individuals [D7.1: 5.7, 5.8]. To address this and decrease risks to confidentiality, differential pri-
vacy and cryptographic techniques can be employed [D2.1:9.2.2].  
 
The efforts in making ML models privacy-preserving can be categorized into four groups based on 
the method they employ: (1) federated learning (FL), (2) cryptographic techniques (including HE and 
SMPC), (3) differential privacy (DP) and (4) hybrid approaches. Each of these categories has its 
strengths and weaknesses in terms of computational and communication efficiency, utility and pri-
vacy guarantee. For example, FL - which is built into the architecture of FeatureCloud by default - 
suffers from high communication cost compared to HE and SMPC. However, as FL is based on the 
“moving computation to data” methodology rather than “moving data to computation”, it is computa-
tionally more efficient than HE and SMPC. As another example, an FL model does not provide a 
privacy guarantee while a differentially private ML model does so (namely epsilon and delta). On the 
other hand, FL is a more utility-aware technique than DP as it does not inject any noise perturbation 
to the data or the training process. [D7.2:2.1.1] 
 
Differential privacy (DP) 

Differential privacy is a mathematical technique to quantify privacy and has attracted a lot of attention 
in recent years. The approach strives to ensure a chosen level of privacy by adding noise before, 
during or after the learning process of the function to make it more difficult to determine an individual 
in the dataset. The trade-off is that adding noise to the collected data may reduce accuracy. The 
technique can be applied to different machine learning algorithms (Shokri and Shmatikov 2015). This 
can be a defence mechanism for specific data analysis applications. Further, even single participants 
in the learning process may choose to employ this measure if they want to additionally protect their 
input. 
 
Secure multiparty computation (SMPC) 

This cryptographic protocol allows several collaborators to compute a common function of interest 
without revealing their private inputs to other parties. A SMPC protocol is considered secure if the 
parties learn only the final result, and no other information (Mugunthan et al. 2019). It can be used 
in addition to federated learning to compute models' average (Bonawitz et al. 2017) instead of relying 
on a central, trusted coordinator. 
 
Homomorphic encryption (HE) 

While traditional encryption does not generally allow for computation over encrypted data points, 
fully homomorphic encryption (FHE) enables arbitrary computation over encrypted data, opening the 
door to privacy-preserving applications of computational techniques such as machine learning and 
statistical analysis to genomic and medical data and outsourcing of computation (Wood, Najarani et 
al. 2020). Homomorphic encryption schemes, either fully or partially homomorphic, can be the solu-
tion to mitigate privacy risks in federated learning. The idea is to encrypt models’ parameters before 
sending them to the aggregator, who performs operations on them. Additively homomorphic encryp-
tion was shown to ensure the security of federated learning for an honest-but-curious coordinator 
while preserving identical accuracy of a federated learning system without homomorphic encryption 
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(Phong et al.  2017). Several works proposed privacy preserving federated learning with homomor-
phic encryption on different regression models, e.g. ridge regression (Chen et al.  2018), logistic 
regression (Hardy et al.  2017). [D2.4:5.1.5]  

Federated Learning 

The only information being shared between hospital platforms are model parameters. This, however, 
does not guarantee that no private information can be retrieved from this data [Li et al. 2019]. The 
application developers need to make sure that the information they send around is unproblematic 
and this is also being checked again by a certification authority before the application becomes ad-
mitted to the app store [D.2.2:3.3.3]. 
 
Discussion 

Each of these privacy-preserving techniques (DP, SMPC and HE) has its own limitations and this 
should be considered in choosing the proper technique. Specifically, differential privacy suffers from 
low utility in real-world applications, while the cryptographic techniques (SMPC and HE) have com-
munication and computation overhead in real-world settings [5.9, 5.10]. In order not to lose too much 
accuracy, one can consider using only global DP, as it transfers the actual raw data with differential 
privacy mechanisms. As this highly depends on the algorithm, global DP cannot be integrated into 
the platform itself. The only way perceivable at the moment is to make the data itself differentially 
private. By using FL the health institutions (or the clients in general) can collaborate in training a 
common ML model while ensuring that the individuals’ private data will not move out of their local 
sites (even in encrypted form). Moreover, if there is a case in which enhanced privacy is required, 
they can also privatise the FL model parameters using DP or other types of obfuscating techniques 
[D.7.2: 2.1.1]. 
 
Homomorphic Encryption (HE) (Rivest et al. 1978) schemes, in general, try not to only protect the 
confidentiality of data, but in addition, to allow for performing mathematical operations on the cipher-
texts. When decoding the result, this is equivalent to having performed the operations on the 
plaintext. Fully homomorphic schemes (Gentry, 2009) allow arbitrary computation. Partially or some-
what homomorphic schemes allow only a certain subset of operations but provide increased effi-
ciency. Newer schemes include e.g., CKKS (Benhamouda et al., 2017). This would in principle allow 
envisioning an architecture where the coordinator receives all local models in the ciphertext of a 
homomorphic encryption scheme, and computes (averages) the global model still in ciphertext, be-
fore sharing it back to the clients, which can then decrypt the global model for further use. However, 
even with recent improvements, HE is in general less efficient than SMPC. State-of-the-art HE im-
plementations are thousands of times slower than SMPC in typical application (Evans et al., 2018). 
Another aspect that would need to be solved when employing HE in a federated setting is key shar-
ing, which would require a secure scheme for key exchange. If all clients use the same encryption 
key, leakage of such a key would allow deciphering all local models. Thus, SMPC seems more 
promising to utilise within the FeatureCloud architecture. [D2.4:5.1.5] In addition, the weak spot of 
SMPC is collusion of participants, which is unrealistic in a setting where these participants are dif-
ferent hospitals.  

Certification of apps 

FeatureCloud distinguishes between two types of apps: 1) certified ones and 2) uncertified ones. By 
default, the app store only displays apps that have been certified by a privacy expert of the Feature-
Cloud consortium (currently) or auditor (in the future). The user needs to actively choose to display 
uncertified apps and is warned and informed about the risks. In general, users are advised to only 
use uncertified apps from a source they trust, e.g. a collaboration partner they already work together 
with. [See in detail 5.2.2; 5.2.3] 
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Guidance for developers 

Based on D7.2, chapter E “Manual for App Developers” and the considerations outlined above the 
FeatureCloud consortium provides comprehensive guidance for FeatureCloud application develop-
ers to better enable them to develop and deploy applications that meet the expected privacy guar-
antees (see https://featurecloud.ai/assets/developer_documentation). 

6 Identification of Stakeholder and Role Distribution 

Based on the systematic description of the (envisaged) data processing operations, the required 
identification of relevant stakeholders including the clarification of their legal and organisational roles 
and accountabilities can be carried out (Vemou and Kadyra 2020). 

On the one hand, the identified actors can be divided into internal and external stakeholders. On the 
other hand, stakeholders should be defined according to their role as either rights-holders or duty-
bearers. The former encompasses future users, patients, consumers, or any other person/group 
affected by the data processing, with a particular focus on those in vulnerable situations. The latter 
is primarily the controller of the respective data processing activities as defined in Article 4 (7) GDPR.  

Therefore, besides the identification of affected data subjects, the controller of the data processing 
has to be specified. The term controller, in the sense of Article 4 (7) GDPR, means ‘the natural or 
legal person, public authority, agency or other body which, alone or jointly with others, determines 
the purposes and means of the processing of personal data’. 

To systematically identify the relevant stakeholders, it is advised to check whether the processing 
activity in question involves/affects internal (e.g. data controllers, data processors, data protection 
officers, recipients) and external stakeholders (e.g. data subjects, third parties from the public and 
private sector representing data subjects) identify the type and level of their involvement/concern-
ment (Kloza et al.  2020). On this basis, they can be addressed in the appropriate place within the 
DPIA. 

6.1 Role distribution  

The allocation of roles under the GDPR must always be aimed towards the isolated data processing 
operation. In order to be able to achieve an assignment of the central role of the controller based on 
"factual elements or circumstances" (EDPB 2020, para 12), first the specific processing purpose of 
the respective processing activity should first be considered and determined in isolation in order to 
find out why this processing is determined in the first place. From this first information it can subse-
quently also be derived in a supportive manner who is "served" by the processing of the personal 
data. In this way, the key question "Who initiated it?", which is essential for determining the controller, 
can be solved in a practicable manner in conjunction with all the facts (Article 29 Data Protection 
Working Party 2010, p. 11). According to Art 4 ref. 7 GDPR the controller decides on the purposes 
and essential means of the processing of personal data.  

6.1.1  Governance Body 

The governance body provides support and guidance to developers, coordinators and participants. 
It provides the FeatureCloud servers (see in detail Section 5.1) and will review and certify Apps that 
are uploaded to the FeatureCloud App Store. The governance body does not intervene in specific 
data processing operations and will not process personal or anonymous data of data subjects itself. 
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The role allocation shall be based, above all, on the characteristic features of a controller within the 
meaning of the GDPR, since only the controller or controllers have the decision-making power re-
garding the purposes and means of the processing. The governance body exerts a certain influence 
on the data processing operations by the coordinators and participants and in a broader sense ena-
bles these operations by providing information and resources which might be interpreted as an ex-
ercise of the described decision-making power. Joint controllership may already be assumed be-
tween two organisational units when one unit influences the processing of another unit in its own 
interest (Fashion ID v Verbraucherzentrale 2019, para 74). It also not at all necessary that a config-
uring organisational unit has access to the data (Tietosuojavaltuutettu v Jehovan todistajat 2018, 
paras 69 - 73). Thus it might be argued that the governance body acts as a joint controller with the 
coordinator and/or participants which factually process the data. Due to the fact that the governance 
body does not configure any applications - this role falls to the developers - there is no comparable 
factual basis for the above decisions. The certification which is carried out by the governance body 
should not have a sufficiently intensive effect on the data processing to change this. Since the gov-
ernance body itself does not process any data nor does it control the data processing by the partic-
ipants, there are in fact no further indications which point to allocating the role of a (joint) controller 
regarding the machine learning operations. 

However, the governance body is the controller regarding the data stored on the Global Backend 
[5.2.4] insofar as the GDPR is applicable to the stored data. 

6.1.2 Developer 

The developer uses the FeatureCloud API to develop federated algorithms which may be uploaded 
to the FeatureCloud App Store for further use. The developer may simultaneously assume another 
role. Developers can see the apps they already published in the “Developed” tab.  

The developer programs applications for a later user - primarily the coordinator - and therefore does 
not ultimately determine the purpose or means of the processing of the coordinator for the latter has 
free choice over which applications he will use. The developer also has no own interest in the data 
processing (Fashion ID v Verbraucherzentrale 2019, para 74) and shall there not be categorised as 
joint controller with other actors in FeatureCloud. 

Of course, in case the developer uses personal data for testing an app she develops, she will be in 
the role of the controller for this processing operation and must ensure to have a legal basis for it but 
since anyone can become a developer of FeatureCloud app this is out of scope of the responsibility 
of the Governance Body, the Coordinators and the Participants and therefore out of scope of this 
DPIA.  

6.1.3 Coordinator 

The coordinator is the site that compiles the project, assembles the workflow, and invites other par-
ticipants. The coordinating site is the central aggregation entity in an FL workflow. The coordinator 
simultaneously may assume the role of a participant - for the purpose of role allocation the coordi-
nation activities will be considered first and foremost. 

When federated learning is applied, while enforcing anonymity of the shared models, the coordinator 
is acting as a technical messaging system for data between the participants using the relay server 
as a communication hub for all participants of a workflow. The relay server implements basic relay 
functionality for star-based federations of clients. It knows the role of each client (i.e. participant or 
coordinator) and treats their traffic accordingly. If data is received from a participant, it relays it to the 



 

D8.7 - Report on Data Protection Impact Assessment 
  

 
 

 

 
 
This project has received funding from the European Union’s Horizon 2020 research 
and innovation programme under grant agreement No 826078. 

 
Page 39 of 144 

 

coordinator. If it is received from the coordinator, it is broadcast to all clients. A relay server can 
handle multiple workflows at once. [D.7.2:4.2.2] From this observation alone the coordinator is not a 
processor and not a (joint) controller, since he is only acting to transport encrypted data between the 
other participants. Thus it appears that no role in the sense of data protection may be assigned.  

The concept of controller and joint controllership has often been expanded by case law and it is often 
uncertain how the criteria for identifying these actors should be applied in practice (Millard et al.  
2019). When interpreted widely the caselaw Fashion ID, taken at its extreme, this ruling may result 
in every actor that makes the processing of personal data possible qualifying as a joint controller 
(Bobek, Fashion ID v Verbraucherzentrale 2018, para 74). According to the EDPB, “the overarching 
criterion for joint controllership to exist is the joint participation of two or more entities in the determi-
nation of the purposes and means of a processing operation”. A ‘joint determination’ means (among 
others) a common decision, which implies that the actors decide together and have a common in-
tention. This could be the case “when there is a mutual benefit arising from the same processing 
operation [...]” (EDPB 2020, p 17, 18).  

Whether there is joint controllership between the coordinator and participants will largely depend on 
the design of the pre-project phase. By selecting apps and compiling workflows, the coordinator 
essentially determines the means of processing. By default, the coordinator initiates the data pro-
cessing by setting up the project and providing the project infrastructure, thus also enabling the pro-
ject partners to process data and therefore enters in a joint controllership with participants. 

6.1.4 Participant 

Participants join projects via a unique token they received from the coordinator and choose the data 
they want to contribute to the analysis. The participants are joint controllers with the coordinator 
regarding this data [see 6.1.3]. Determination of means and purpose of processing is done by each 
participant with the coordinator and not with the other participants. 

The cooperation with the coordinator resulting from the selection of the concrete data by the partici-
pant leads to a joint controllership. Since one participant never determines the purpose and broad 
means in coordination or cooperation with other participants, no joint controllership amongst the 
participants should be assumed. In the case of a parameterizing organisation and several data con-
tributors, the ECJ does not assume joint controllership between the data contributors, but assumes 
a star-shaped joint responsibility - emanating from the parameterizing organisation (Tietosuojavaltu-
utettu v Jehovan todistajat 2018). 

In their joint paper (AEPD, EDPS, 2022) the Spanish data protection agency ('AEPD') and the Euro-
pean Data Protection Supervisor ('EDPS') imply that participants in a federated machine learning 
system should be qualified as separate controllers in their own right, as they deliberately describe 
them as "each controller", notably without including the possibility of the existence of a coordinator. 

Indeed, in the basic case of participation, no joint controllership should be assumed, since partici-
pants determined the means of processing by selecting the training data and the purpose of pro-
cessing by selecting the projects. 

6.1.5 Model user  

Model users, doctors in general, apply AI models on data of individual patients. This inference stage 
is carried out not in the course of the FeatureCloud project, but in the course of future use of the 
methods, infrastructure and apps developed in FeatureCloud. Nevertheless, this impact assessment 
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also considers the application of the methods, infrastructure and apps developed in FeatureCloud in 
the future. However, as the specific use will be determined in the future and depends on the individ-
ual case, at this stage this can be only carried out in a generic manner from the perspective of the 
training and not the model application. 

6.2 Views of data subjects or their representatives (Art 35 para 9 GDPR) 

Data subjects are individuals whose medical data (medical information) is processed during feder-
ated machine learning. These individuals may participate in clinical trials as patients or healthy indi-
viduals. Data subjects may also be individuals whose medical data is analysed with the help of a 
(already trained) application. Data subjects whose data is used to train applications will usually differ 
from those whose data will be analysed by said applications. 

When FeatureCloud is used for a specific research project (workflow), this DPIA must be adopted 
and completed according to the specifics of the individual project, in the course of which the views 
of the data subjects or their representatives (e.g. patient representative organisations) on the in-
tended processing shall be obtained. 

6.3 Involvement of the data protection officers 

According to Article 35 (2) of the GDPR, the controller must seek the advice of the data protection 
officer when carrying out a DPIA. Whether the advice of the data protection officer must be obtained 
and to what extent the advice obtained from the data protection officer must be followed is subject 
of discussion. Trieb, for example, assumes that the GDPR does not stipulate such an obligation.  
(Trieb in Knyrim (Ed.), DatKomm Art 35 para 124). Jandt, on the other hand, sees an obligation in 
the provision, but the provision does not make any statement as to whether the advice of the data 
protection officer must also be followed and does not provide for a right of veto or similar for the data 
protection officer (Jandt in Kühling and Buchner (Eds.), DS-GVO/BDSG Art 35 para 18). 

If the controller does not agree with the advice (or parts of it) obtained by the DPO, the Article 29 
Working Party considers that a (comprehensible) justification for the lack of compliance with the 
advice should be included in the DPIA report. 

When FeatureCloud is used for a specific research project (workflow), this DPIA must be adopted 
and completed according to the specifics of the individual project, in the course of which the data 
protection officers of the relevant institutions shall be involved. 

7 Applicable Data Protection Law and Legal Admissibility 

7.1 Personal Data 
The concept of personal data is the starting point for clarifying the question of whether the GDPR is 
applicable or not. Whenever personal data are processed (within the material scope as laid down in 
Article 2 and the territorial scope as laid down in Article 3 GDPR), the Regulation is applicable. 

Article 4 (1) GDPR defines the term ‘personal data’, as 

“any information relating to an identified or identifiable natural person (‘data subject’); an iden-
tifiable natural person is one who can be identified, directly or indirectly, in particular by refer-
ence to an identifier such as a name, an identification number, location data, an online identifier 
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or to one or more factors specific to the physical, physiological, genetic, mental, economic, 
cultural or social identity of that natural person.” 

Thus, personal data can be information such as name, address or date of birth, but also information 
about private and family life (such as marital status, leisure activities, consumer behaviour or dietary 
habits) as well as professional or economic activities (such as employment or property relations). 
Other examples often include external characteristics of a person (such as height, weight, skin col-
our, papillary lines, iris or vein structure), which in turn are contrasted by inner attitudes (such as 
motives, desires and ideological convictions) (Klar and Kühling (2018) Art 4 ref. 1 ff). 

Especially in the context of medicine, it must be mentioned that the GDPR further defines so called 
special categories of personal data, also known as sensitive data, in Article 9 (1). These data are 
subject to a stricter data processing regime than ordinary (non-sensitive) personal data. Health data, 
as well as genetic and biometric data fall within this special category. It is irrelevant whether the 
information is true or not, or whether it is only true with a certain statistical probability (Recitals 59 
and 65 GDPR). 

As the definition in Article 4 (1) GDPR implies, it is necessary that the respective information can be 
linked to a specific person in order to be able to speak of personal data. Information can be consid-
ered to relate to a person when it is about the respective individual, or also, when it is about an object 
which itself belongs to the individual or relates to it in another way (Article 29 Data Protection Working 
Party 2007, p 6 ff). 

Article 4 (1) further clarifies that only natural persons count as such data subjects. In addition, Recit-
als 14 and 17 GDPR specify that data subjects must be living human beings, which means that data 
protection does not extend to deceased persons (Recital 27 GDPR) or to legal persons (Recital 14 
GDPR). However, data on deceased persons, especially in the medical domain, might also contain 
some information relating to living persons. One example is information regarding the relatives of 
the deceased person, as in the case of hereditary genetic dispositions for certain diseases. Such 
data fall within the scope of protection of the GDPR, not because it is relating to the deceased person 
but because it is relating to another person that is still alive (Rothmann, Kastelitz and Rothmund-
Burgwall 2022). 

The data subject to whom the respective information relates must be identified or at least be identi-
fiable. The identification of a person can be derived directly from the given information or indirectly; 
that is, if the existing information is not sufficient to unambiguously identify an individual but the 
concerned subject can still be identified by linking the existing information with additional information 
or by using additional criteria or means of identification such as those listed in Article 4 (1) GDPR 
(Ennöckl 2014, p 107 ff). 

The most common identifier is a person's name. However, a widely used name may not be sufficient 
to uniquely identify a person. In such cases, a second piece of information such as the location 
(address), other specific factors or a specific context are required. Article 4 (1) GDPR also refers to 
‘identification numbers’ and ‘online identifiers’; beside IP addresses, these numbers and identifiers 
can also be codes such as MAC addresses, the ‘International Mobile Station Equipment Identity’ 
(IMEI) or company codes such as Apple's ‘Unique Device ID’ (UDID). 
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If the additional information (e.g. the identification number, the online identifier or another specific 
identifying factor) is stored separately to ensure that no personal reference can be made, the re-
spective data is called pseudonymous data (see subsequent section) (Karg 2015, p 520 ff). Accord-
ing to Article 4 (5) GDPR the term ‘pseudonymisation’ means that ‘the personal data can no longer 
be attributed to a specific data subject without the use of additional information’ and such additional 
information ‘is kept separately and is subject to technical and organisational measures to ensure that 
the personal data are not attributed to an identified or identifiable natural person’. 

Recital 26 GDPR also clarifies that personal data, which have undergone pseudonymisation, ‘should 
be considered to be information on an identifiable natural person’ if these data ‘could be attributed 
to a natural person by the use of additional information’. This means that pseudonymised data is still 
considered personal data if the additional information makes it possible to attribute the data to a 
natural person.  

The GDPR further states that 

“to ascertain whether means are reasonably likely to be used to identify the natural person, 
account should be taken of all objective factors, such as the costs of and the amount of time 
required for identification, taking into consideration the available technology at the time of the 
processing and technological developments” (Recital 26 GDPR). 

In this regard, the European Court of Justice (ECJ) has stated that the reference to a natural person 
can be assumed even if an allocation is not directly possible but the relevant body has legal means 
to obtain the additional information required to identify the person (Patrick Breyer v Bundesrepublik 
Deutschland 2016, para 49). However, the principles of data protection should not apply to anony-
mous information, i.e. information that does not relate to an identified or identifiable natural person 
(Recital 26 GDPR). To determine whether a natural person is identifiable, not every theoretical pos-
sibility to identify the person must be taken into account but only means reasonably likely to be used 
to do so. To ascertain whether means are reasonably likely to be used, all objective factors should 
be taken into account, such as the costs of and the amount of time required for identification, the 
available technology at the time of the processing, and technological developments (Esayas 2015). 

From this, it can be concluded that in order to determine whether data is personal data under GDPR 
a practical, not a theoretical standpoint must be taken. Means reasonably likely to be used, are 
means that not only exist theoretically but that would be used practically. 

In the context of FeatureCloud, this means that a practical assessment must be carried out: From 
the attack vectors on the anonymity of the data only those are legally relevant that are reasonably 
likely to be used by an actual attacker in practice. This must be assessed on the basis of objective 
factors such as the costs and the amount of time required, the required skills, the potential gain and 
the available technology but also possible technological developments in the future. 

In order to assess whether an attack vector is relevant from a legal perspective, attacks that are 
reasonably unlikely can be ignored. An attack can be considered reasonably unlikely if it cannot be 
imagined that it will happen in practice in the given context because the attacker will shy away from 
the required effort. 
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For determining whether personal data is processed, in the context of pseudonymisation and anon-
ymisation of the data, it can be important to distinguish between exactly reproducible and not exactly 
reproducible data. This is relevant for trying to re-identify individuals in the data by reproducing the 
same data from a known individual. Raw data that cannot be exactly reproduced by repeating the 
medical examination at a later point, in particular information which is measured where there is some 
measurement inaccuracy and every measurement leads to a slightly different result and information 
which changes over time, cannot be reproduced in a way to exactly match the original raw data, 
which could render such an attack impossible or at least unreasonably unlikely. The case is different 
if there is data, such as binary data or genetic data in particular, which is (theoretically) exactly re-
producible when a new examination or other act of data collection is carried out.  

7.1.1 Governance Body 

The governance body controls the Global Backend [5.2.5] which especially contains personal data 
on participants. It does not process any personal or anonymous data of patients. Regarding the 
possibility of a joint controllership see section 6.1.1. 

7.1.2 Developer 

As far as the scope of this DPIA is concerned, the developer does not process any personal or 
anonymous data of patients. Regarding the possibility of a joint controllership see section 6.1.2. 

7.1.3 Coordinator 

After a local learning operation has been completed by a participant, it sends the local parameters 
to the coordinator. The coordinator collects these parameters and aggregates them into a common 
(global) model, which is shared with the participants. The coordinating site is the central aggregation 
entity in an FL workflow and will process models. Models may memorize details about the training 
data that are completely unrelated to the intended task (Carlini et. al 2019).  

Malicious machine learning (ML) algorithms can create models that are leaking a significant amount 
of information about their training datasets, even if the adversary has only black-box access to the 
model (Song et al. 2017). 

However, not every attack which is possible in theory immediately leads to a model being considered 
personal data. As laid down above, according to Recital 26 of the GDPR, in order to determine 
whether a natural person is identifiable, only those means should be taken into account that are 
reasonably likely to be used by the controller to identify the natural person directly or indirectly. Fea-
tureCloud presents KPIs to measure how well data security is ensured and privacy leakage is miti-
gated. [D.2.3:3.2]  

It should be emphasised that the only information being shared between hospital platforms are model 
parameters. This, however, does not guarantee that no private information can be retrieved from this 
data [Li et al. 2019]. The application developers need to make sure that the information their appli-
cations send out is unproblematic and this is also being checked again by a certification authority 
before the application becomes admitted to the app store. [D.2.3:3.3.3] Section 5.2.7 provides guid-
ance for app developers in this regard. 
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Since the coordinator also acts as a participant, processing also takes place in that respective role 
regarding patient data. 

7.1.4 Participant 
The participant processes the data subject’s raw data which typically were collected by the partici-
pant to train the local model. From a participant's perspective, the data he uses to train the local 
model should typically be qualified as personal data. This holds true even if he works on pseudony-
mous data, as long as it is still possible that the participant may assign the pseudonymised copy to 
the original dataset. A participant does not process raw data from other participants [D.7.2: 2.2] and 
regularly does not enter a joint controllership with other participants [6.1.4]. 

7.2 Lawfulness of Processing 

The processing of personal data is subject to a prohibition with reservation of permission. Article 6 
(1) GDPR and Article 9 (2) GDPR exhaustively and conclusively list the possible legal permissions 
for the processing of personal data. There is no hierarchical relationship between these permissive 
clauses but each of them is assigned an equal status (Kastelitz et al. 2018, Art 6 para 14). In the 
following, the theoretical foundations of the most relevant legal bases for FeatureCloud will be intro-
duced. 

7.2.1 Consent 

The legal basis of consent is of central importance in data protection law and can be understood as 
a normative expression of the principle of informational self-determination (Buchner and Petri 2018, 
Art 6  para 17). The conditions for a legally valid consent are primarily defined and set out in Articles 
4 (11) and 7 GDPR. Consent is therefore any freely given, specific, informed and unambiguous 
indication of the data subject's wishes by which they signify agreement to the processing of personal 
data. Thus, the data subjects shall have a real choice, i.e. they must not feel pressured to give their 
consent or suffer negative consequences if they do not consent. This also means that there shall not 
be a clear imbalance between the data subjects and the controller, such as in the case of authorities 
or employers who act as controllers (Article 29 Data Protection Working Party 2017a, p 6 ff). In 
addition, Article 7 (4) GDPR stipulates that the performance of a contract or provision of a service 
shall not be made conditional on consent to the processing of personal data, which is not necessary 
for the performance of the contract. Furthermore, consent shall be obtained for each purpose sepa-
rately, and the refusal and withdrawal of consent shall be possible at any time without adverse effects 
for the data subjects (Article 29 Data Protection Working Party 2017a, p 8 ff.) 

7.2.2 Performance of a contract 

Article 6 (1) (b) GDPR seems to stipulate a matter of course: Data processing, which is necessary 
in the context of a (pre-)contractual obligatory relationship, must be permitted (Buchner and Petri 
2018, Art 6 para 26). In the case of medical treatment, however, this legal basis is usually of no 
relevance, since it involves the processing of special categories of personal data and therefore in 
particular Article 9 (2) (h) GDPR is applicable (Buchner and Petri 2018, Art 6 para 54). Article 9 (2) 
(h) permits the processing of sensitive data for the purposes of preventive or occupational medicine, 
medical diagnosis, the provision of health or social care or treatment, or the management of health 
or social care systems and services. However, in order to be admissible, it must be a contract with 
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a health professional on the one hand; on the other hand, the data must be processed by profes-
sionals who are subject to professional secrecy (Buchner and Petri 2018, Art 6 para 55). 
7.2.3 Further Processing  

The principle of purpose limitation set out in Article 5 (1) (b) GDPR is a core component of European 
data protection law and is also enshrined in primary law in Article 8 (2) CFR. Purpose limitation 
means that personal data may only be collected for (pre)defined, explicit and legitimate purposes 
and may not be further processed in a manner incompatible with those purposes (Hötzen-
dorfer/Tschohl/Kastelitz in Knyrim (Ed.), DatKomm Art 5 para 20). However, the second half-sen-
tence of Article 5 (1) point b GDPR already mentions the possibility of (purpose-changing) further 
processing for compatible purposes (Kastelitz, Hötzendorfer and Tschohl in Knyrim (Ed.), DatKomm 
Art 6 para 58). 

Article 6 (4) GDPR explicitly regulates the further processing of personal data in terms of "secondary 
use". In this respect, the provision of Article 6 (4) GDPR represents a normative breach of the strict 
purpose limitation principle and knows two constellations, namely further processing for incompatible 
purposes and for compatible purposes. 

Further processing for incompatible purposes occurs in the case of downstream data processing if 
its purpose is not compatible with the original purpose of use (Kastelitz, Hötzendorfer and Tschohl 
in Knyrim (Ed.), DatKomm Art 6 para 60). Such further processing for incompatible purposes is per-
missible if it is based on data subject's consent or on Union or Member State law (which constitutes 
a necessary and proportionate measure in a democratic society to safeguard the objectives referred 
to in Article 23(1)). 

On the other hand, further processing for compatible purposes occurs in the case of downstream 
data processing if its purpose is compatible with the original purpose of use (Kastelitz, Hötzendorfer 
and Tschohl in Knyrim (Ed.), DatKomm Art 6 para 61). For the admissibility of such further processing 
for compatible purposes, the controller must carry out a compatibility test, which according to Article 
6 (4) point a-e GDPR includes five elements: 

- any link between the purpose of the collection and the purposes of the intended further pro-
cessing, 

- the context in which the personal data were collected, in particular regarding the relation-
ship between data subjects and the controller (in particular the reasonable expectations of 
data subjects based on their relationship with the controller as to their further use, cf. recital 
50 of the GDPR), 

- the nature of the personal data, in particular whether data are processed pursuant to Art 9 
or Art 10, 

- the possible consequences of the intended further processing for the data subjects, and 
- the existence of appropriate safeguards, which may include encryption or pseudonymiza-

tion. 

For archiving purposes in the public interest, for scientific or historical research purposes or for sta-
tistical purposes, Article 5 (1) point b, third half-sentence GDPR, with reference to Article 89 (1), 
establishes the (legal) fiction (praesumptio iuris ac de iure) (Kotschy, Die Zu-
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lässigkeitsvoraussetzungen für Forschungsdatenverarbeitungen nach dem FOG – eine kritische An-
alyse, in Jahnel (Ed.), Datenschutzrecht. Jahrbuch 2020 (2021), 287), according to which further 
processing (including of "sensitive data") (Gabauer, Die Verarbeitung personenbezogener Daten zu 
wissenschaftlichen Forschungszwecken (2019), 53) for these purposes is not considered incompat-
ible with the original purposes. Based on the clear wording of Article 5 (1) point b GDPR parts of the 
literature argue that a compatibility test does not have to be carried out at all (Kastelitz, Hötzendorfer 
and Tschohl in Knyrim (Ed.), DatKomm Art 6 para 64; Reimer in Sydow (Ed.), DS-GVO Art 5 para 
27). Roßnagel points out that the facilitated change of purpose does not result from the general 
superiority of the four processing purposes. Rather, these specific purposes lead to the fact that the 
data processing does not typically relate to the person whose data is being processed (Roßnagel in 
Simitis, Hornung and Spiecker (Eds.), Datenschutzrecht Art 5 (1) para 104). Recital 162 GDPR 
states this explicitly regarding statistical purposes. For this reason, the fiction shall not apply to all 
procedures that use scientific, historical or statistical methods, but only to those that aim at non-
personal results that are not personal (see also Article 29 Data Protection Working Party 2013, p 
28). Roßnagel argues, that while there is a presumption in favour of compatibility of purposes in the 
case of research as a secondary purpose, a case-by-case examination of compatibility with the pur-
pose of collection must be carried out even for scientific processing (Roßnagel in Simitis, Hornung 
and Spiecker (Eds.), Datenschutzrecht Art 6 (4) para 41) for it’s being indicated by the formulation 
with the double negative "not be considered", This does not rule out the possibility of a compatibility 
of purpose, but it’s not automatically given. Since FeatureCloud projects necessarily have to be 
tuned to produce models that are not considered personal, processing based on Article 6 (4) may 
be well within reach. 

It should also be noted that such permitted further processing must take into account the safeguards 
for the protection of the fundamental rights and freedoms of the data subjects referred to in Article 
89 (1) GDPR. Also according to Art 13 (3) and Art 14 (4) the data controller must inform the data 
subject about the change of purpose. This also applies to changes of purpose that are compatible 
with the purpose of the collection(Roßnagel in Simitis, Hornung and Spiecker (Eds.), Datenschutz-
recht Art 6 (4) para 16). Since the legislator only privileges the processing purposes because it as-
sumes pseudonymous or anonymous processing results, the view that it is necessary to examine in 
the individual case whether this is also the case is also convincing. 

It is disputed in the literature whether the processing for these (deemed) compatible purposes re-
quires a separate legal basis or not (In favour Herbst in Kühling/Buchner (Eds.), DS-GVO BDSG3 
Art 5 para 54; other view, against a separate legal basis Roßnagel in Simitis, Hornung and Spiecker 
(Eds.), Datenschutzrecht Art 5 para 98 f; Kastelitz, Hötzendorfer and Tschohl in Knyrim (Ed.), Dat-
Komm Art 6 DSGVO para 62). However, Recital 50 second sentence of the GDPR suggests that 
compatible further processing does not require a new or separate legal basis. 

From this, the following criteria regarding further processing of data for scientific research purposes 
can be deduced: 

If the further processing of existing data is carried out 

a. for scientific research purposes, 
b. by the same controller, 
c. solely producing output which does not contain personal data,  
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d. such purposes are always deemed compatible (see above) 
e. the opinion is upheld that further processing does not require a new legal basis (see above) 

then it is lawful under Article 6 (4) GDPR. 

7.2.4 Research privilege and data protection 

Since the scientific research in question is based on the processing of health data (special categories 
of personal data), Article 9 (2) (j) GDPR will be relevant. Herein is stated that in such cases the 
processing is permissible if it is based on Union or Member State law, whereby the respective law 
shall be proportionate to the aim pursued, respect the essence of the right to data protection and 
provide for suitable and specific measures to safeguard the fundamental rights and the interests of 
the data subject.  

To the present project, the provision on the processing of personal data in the context of scientific 
research, as laid down in Art 5 (1) (b) and Art 89 GDPR, is of particular importance. In general, it 
should be noted that the freedom of science, like privacy and data protection, is a fundamental right. 
According to Article 13 of the EU Charter of Fundamental Rights (CFR) ‘scientific research shall be 
free of constraint’ and the ‘academic freedom shall be respected’. Therefore, in the case of scientific 
research based on patients’ health data, a balancing between the fundamental right to data protec-
tion and the freedom of science is required. For the balancing and the principle of proportionality see 
Art 52 (1) CFR. The rights and freedoms recognised by the CFR may be limited or restricted on the 
grounds set out in Article 52 (1) CFR. In addition, Article 3 (2) CFR contains restrictions on the 
freedom of science; these are the prohibition of eugenic practices, the prohibition of using the human 
body and its parts as a source of financial gain and the prohibition of reproductive cloning of human 
beings. 

The term ‘science’, which appears in the title of Article 13 CFR, is recognised as the generic term for 
research (Jarass 2021, Art 13 para 7). However, neither the term ‘science’ nor the term research is 
legally defined in the GDPR. According to the European Data Protection Supervisor (EDPS) ‘[s]ci-
entific research applies the ‘scientific method’ of observing phenomena, formulating, and testing a 
hypothesis for those phenomena, and concluding as to the validity of the hypothesis. […] The con-
duct of research must allow testing of hypotheses, with both the conclusion and the reasoning trans-
parent and open to criticism. Openness and transparency help distinguish between science and 
pseudo-science.’  (EDPS 2020, p 10). 

Moreover, Recital 53 GDPR clarifies that scientific research in general may include studies con-
ducted in the public interest in the area of public health (Recital 156 and 157 GDPR). According to 
Recital 159 GDPR, the definition of processing of personal data for scientific research purposes 
should be interpreted in a broad manner, including for example technological development and 
demonstration, fundamental and applied research as well as privately-funded research - Recital 159 
GDPR also refers to the Union's objective under Article 179 (1) TFEU of achieving a European Re-
search Area. In its opinion on data protection and scientific research the European Data Protection 
Supervisor (EDPS) states that ‘not only academic researchers but also not-for-profit organisations, 
governmental institutions or profit-seeking commercial companies can carry out scientific research’ 
(EDPS 2020, p 11). 
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The GDPR contains several provisions privileging data processing for scientific research purposes 
(Art 5(1)(b), Art 9 (2)(j) and Art 14(5)(b) GDPR; see also Recitals 53, 156 and 157 GDPR). In partic-
ular Art 89 (1) GDPR holds that the processing of personal data for scientific research purposes shall 
be subject to appropriate technical and organisational measures (like data minimisation and pseu-
donymisation) to safeguard the rights and freedoms of the data subject. 

In addition, Art 89 (2) GDPR states that where personal data are processed for scientific research 
purposes, Union or Member State law may provide for derogations from the rights referred to in the 
Art 15 (right of access), Art 16 (right to rectification), Art 18 (right to restriction of processing) and Art 
21 (right to object) of the GDPR, in so far as such rights are likely to render impossible or seriously 
impair the achievement of the specific purposes, and such derogations are necessary for the fulfil-
ment of those purposes (Rothmann et al. 2022, p 197 ff). 

7.2.5 Governance Body 
The Governance Body has a legitimate interest in processing the personal data of employees of 
participants pursuant to Art 6 (1) lit f GDPR. In the context of a balancing of interests, the Governance 
Body’s interest in a smooth handling of the participation must be weighed against the employee's 
interest in the protection of his or her data. In the vast majority of cases, this consideration should 
be in favour of the Governance Body during an active employment relationship between the partici-
pant and its employee, since business contact data is not very sensitive and it is not obvious what 
legitimate interest the employee has with regards to not being able to be contacted by the Govern-
ance Body (or with that respect other participants). 
 
7.2.6 Developer 
The developer does not process any personal data within the context of this DPIA and thus does not 
determine a legal basis. 
 
7.2.7  Coordinator 
The coordinator may engage in a joint controllership with participants [6.1.3]. If the Coordinator trains 
local models in his own right, he additionally assumes the role of a participant. 
 
The coordinator will process non-personal data in the form of the model parameters it receives from 
the participants in the course of federated learning workflows and will engage in a joint controllership 
with each individual participant. It is important to note that joint controllership does not constitute a 
legal basis for processing by several controllers on the one hand, nor does it require a legal basis 
for several controllers to join together on the other hand. Insofar as a particular controller within the 
scope of the joint controllership processes personal data, this particular controller requires its own 
legal basis for this processing operation (DSK 2018, p 1). This is also supported by the wording of 
Articles 6 and 9 GDPR which clearly state that a legal basis is required for the “processing” of per-
sonal data. The term “processing” is defined by Article 4 (2) GDPR as follows: 

“...any operation or set of operations which is performed on personal data or on sets of personal 
data, whether or not by automated means, such as collection, recording, organisation, structuring, 
storage, adaptation or alteration, retrieval, consultation, use, disclosure by transmission, dissem-
ination or otherwise making available, alignment or combination, restriction, erasure or destruc-
tion.” 

Notably this list – although demonstrative – only includes holding the data and actions with the data, 
i.e. operations with very direct impact on data, and no actions that may have only indirect effect on 
the data such as the determination of the purposes of the data processing actually carried out by 
another party. To summarise, a precise analysis leads to the conclusion that the GDPR ties the 
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requirement of a legal basis to actually processing personal data and not to being in the role of (joint) 
controller. 
A coordinator who enters into a joint controllership with a participant but does not process any per-
sonal data itself, as described above, is therefore not required by the GDPR to have a legal basis. 
Only each participant, for actually processing the data, needs to have a legal basis in accordance 
with the GDPR as described above, regardless of the presence of joint controllership. To repeat, this 
conclusion only holds true if the model parameters sent from the participants to the coordinator do 
not contain personal data (e.g., data leakage through the model parameters must be prevented; see 
e.g., Song et al. 2017; 7.1.3) so that the coordinator does not process personal data itself. 

7.2.8 Participant 
The participant engages in the processing of personal data in the course of learning the local model 
and in this regard needs to determine a legal basis. The entire range of legal bases of the GDPR is 
available to the participant. Subject to national legislative acts, the legal basis will presumably be 
provided by further processing  for a compatible purpose (secondary use) with regard to data col-
lected in the context of a treatment contract (7.2.3) or by obtaining consent (7.2.1). 

7.3 Automated decisions (Art 22 GDPR) 
Art 22 GDPR regulates the permissibility of automated decisions in individual cases, including pro-
filing. 
 
Art 22 GDPR reads: 
 
Automated individual decision-making, including profiling 
 
(1) The data subject shall have the right not to be subject to a decision based solely on automated 
processing, including profiling, which produces legal effects concerning him or her or similarly sig-
nificantly affects him or her. 
 
(2) Paragraph 1 shall not apply if the decision: 
 
(a) is necessary for entering into, or performance of, a contract between the data subject and a data 
controller; 
 
(b) is authorised by Union or Member State law to which the controller is subject and which also lays 
down suitable measures to safeguard the data subject’s rights and freedoms and legitimate interests;  
 
or 
 
(c) is based on the data subject’s explicit consent. 
 
(3) In the cases referred to in points (a) and (c) of paragraph 2, the data controller shall implement 
suitable measures to safeguard the data subject’s rights and freedoms and legitimate interests, at 
least the right to obtain human intervention on the part of the controller, to express his or her point 
of view and to contest the decision. 
 
(4) Decisions referred to in paragraph 2 shall not be based on special categories of personal data 
referred to in Article 9(1), unless point (a) or (g) of Article 9(2) applies and suitable measures to 
safeguard the data subject’s rights and freedoms and legitimate interests are in place. 
 
The provision is structured in such a way that para 1 establishes a prohibition, para 2 includes ex-
ceptions to this prohibition and para 4 counter-exceptions, which in turn lead to the applicability of 

https://www.dsgvo-portal.de/gdpr_article_9.php
https://www.dsgvo-portal.de/gdpr_article_9.php
https://www.dsgvo-portal.de/gdpr_article_9.php
https://www.dsgvo-portal.de/gdpr_article_9.php
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the prohibition. Para 3 specifies certain legal consequences for cases in which the prohibition does 
not apply due to certain exceptions and automated decision-making is therefore permitted. 
 
Art 22 GDPR does not subject every automated individual decision to a legal consequence per se. 
An automated individual decision is only covered by Art 22 GDPR if it entails legal effects concerning 
the data subject or similarly significantly affects the data subject. 
 
A distinction must therefore be made between three elements of the scenario: 

● There is a decision in the sense of Art 22 GDPR 
● The decision is based solely on automated processing. 
● The decision has legal or other significant effects on the data subject. 

  
7.3.1 Presence of an automated decision 
Recital 71 GDPR gives the following typical examples of such decisions: "automatic refusal of an 
online credit application" or "e-recruiting practices without any human intervention". These are pro-
cesses that are traditionally decided without automated decision-making by a human being in the 
form of a more or less structured decision-making process involving several decision-making factors. 
This also applies to medical procedures such as anamnesis and diagnosis which traditionally aren’t 
automated. Data subjects whose data is used to train the model are not subject to an automatic 
decision as a result of this process. However, patients whose personal data is processed in the 
course of the model's application for inference may very well be subject to an automated decision, 
such as whether to undergo treatment or further examination. Furthermore, it could be argued that 
there is no decision within the meaning of Art 22 GDPR here, because an authentication process 
does not involve the assessment of personal aspects of the data subject referred to in Recital 71 
GDPR but rather objective facts. However, this constituent element cannot be found in Art 22 GDPR. 
The interpretation that this constituent element must be present in all cases and that Art 22 GDPR 
should be teleologically reduced in this respect is conceivable (Buchner 2018, Art 22 para 19), but 
by no means mandatory. At least as plausible is the interpretation that Recital 71 mentions the clas-
sic scenario that Art 22 GDPR is intended to regulate with the assessment of personal aspects of 
the data subject, without wanting to reduce Art 22 GDPR to this scenario. This is supported by the 
fact that the current Art 22 GDPR still contained this element of assessment in earlier drafts - as did 
Art 15 GDPR - but this restriction of the provision has been removed in the final version (Buchner 
2018, Art 22 para 17). 
 
According to Haidinger, the term "decision" in Art 22 GDPR is to be understood broadly (Haidinger 
2018, Art 22 para 18) and includes "measures" according to Recital 71 GDPR. If one considers the 
wording in the sense of common parlance, what constitutes an inference process is at the core of 
the term decision: Based on the criteria contained in the model, a decision is made as to whether 
the patient data entered fulfils the criteria or not. 
 
7.3.2 Is the decision based solely on automated processing? 
This question can only be answered in the context of a specific project or specific data processing. 
In principle, the answer will depend on whether human expertise is interposed between the decision 
of the model and an action or treatment based on this decision. 
 
7.3.3 Is there a decision with legal or other significant effect? 
This element requires that a decision based solely on automated processing affects the rights of a 
person. It may also affect the legal status of a person or their rights under a contract. 



 

D8.7 - Report on Data Protection Impact Assessment 
  

 
 

 

 
 
This project has received funding from the European Union’s Horizon 2020 research 
and innovation programme under grant agreement No 826078. 

 
Page 51 of 144 

 

Even if a decision-making process does not affect the rights of an individual, it may still fall within the 
scope of Article 22 GDPR if it has such an effect or significantly affects the individual in a similar 
way. In other words, even if the data subject's rights or obligations do not change, they may be 
sufficiently affected to require the protection of this provision. 
In the present context, the effect of the decision is that due to an incorrect assignment a health 
measure is taken or rather not taken and it can therefore have other significant effect in many cases 
if the system does not assign the patient an affliction although one exists and therefore no measures 
are taken (false negative). It is also conceivable to cite the reverse case here, where the assessment 
concludes the presence of a disease although there is none present and the patient and potentially 
risk-bearing health measures (false positive). Such a decision can have far-reaching health conse-
quences, can therefore significantly affect the person and thus Art 22 may apply during inference in 
the medical field. 
  
7.3.4 Exemptions 
For the reasons stated above, all three of the above-mentioned elements of Art 22 (1) are to be 
considered fulfilled, at least in case of doubt. The exceptions under Art 22 (2) GDPR may be fulfilled: 

● Whether Article 22 (2) (b) GDPR is fulfilled can only be examined in the specific case in 
accordance with the national legal system. The existence of such a legal basis is at least not 
immediately apparent. 

● Article 22 (2) (a) GDPR may be fulfilled if the use of the model is based on a contract: Whether 
the processing of a treatment contract necessarily requires the model to be applied is con-
ceivable, but can only be examined on the basis of a specific case. 

● Finally, the permissibility of the decision can also be based on Article 22 (2) lit c GDPR if the 
data subject's express consent to automated decision-making is obtained. 

  
According to Art 22 (3) GDPR, in the cases referred to in (2) (a) and (c), the controller must “imple-
ment suitable measures to safeguard the data subject's rights and freedoms and legitimate interests, 
at least the right to obtain human intervention on the part of the controller, to express his or her point 
of view and to contest the decision." Art 22 (4) GDPR standardises a restriction for automated deci-
sions based on special categories of personal data within the meaning of Art 9 (1) GDPR: Decisions 
based on such data are only permitted if 
 
a) the data subject has expressly consented to this processing of special categories of personal data 
(Art 9 (2) (a) GDPR)  

or 
b) such processing is necessary for reasons of substantial public interest on the basis of Union or 
Member State law which shall be proportionate to the aim pursued, respect the essence of the right 
to data protection and provide for suitable and specific measures to safeguard the data subject's 
fundamental rights and interests (Art 9 (2) (g) GDPR). 
 
As for FeatureCloud, it is foreseeable that in many cases processing will be based on special cate-
gories of personal data (health data) and Art 22 (4) GDPR thus shall apply. 
  
7.3.5 Conclusion 
The applicability of Article 22 (4) GDPR can be justified if the following occurs: The model user 
decides to centrally include the processing of health data of a data subject during model inference. 
This may have significant effects for the data subject in the sense explained in more detail above. If 
the model user relies on this - without human intervention in relation to the individual case - and has 
made the decision to link model outputs to further form of treatment, it is probably impossible to come 
to any other conclusion in terms of the telos and, in particular, the protective purpose of Art 22 GDPR 
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than to attribute the entire process, including the processing of health data, to the controller in its 
entirety, at least for the assessment under Art 22 GDPR. 
 
The two variants of Art 22 (4) GDPR are each special cases of two of the three above-mentioned 
exceptions to Art 22 (2) GDPR (consent, Art 22 (2) (c) GDPR or legal provision, Art 22 (2) (b) GDPR), 
whereby the second case of paragraph 4 leg. cit. contains significantly more specific requirements 
than Art 22 (2) (b) GDPR (Art 22 (2) (a) GDPR, contract is excluded). Therefore, the following con-
clusion on paragraph 4 also already covers paragraph 2: 
As no legal provision providing for the processing of health data during model inference is apparent 
in relation to the use of FeatureCloud in a medical setting and such a provision that fulfils the re-
quirements of Art 9 (2) (g) GDPR, in particular the requirement of necessity on grounds of substantial 
public interest, does not appear realistic de lege ferenda, it is recommended to obtain the explicit 
consent of the data subject regarding automated decision-making based on the processing of health 
data, which fulfils the requirements of Art 22  (2) and (4) GDPR as well as Art 7 and Art 9 (2) (a) 
GDPR and thus also the requirement of voluntary consent. 
 
In addition, as explained above, appropriate measures must be taken to protect the rights and free-
doms as well as the legitimate interests of the data subject according to Art 22 (2) and (4) GDPR, 
including at least the right to obtain the intervention of a person on the part of the controller, to 
express his or her point of view and to contest the decision Art 22 (2) GDPR. 
 
8 AI-specific Regulation 
FeatureCloud is at its core about applying machine learning methods on medical data. In the course 
of the project, due to the recent progress in AI development and the increased public attention, the 
issue of regulating AI by law has gained momentum, in particular on the EU level. 

8.1 AI Act – general remarks 

The use of AI systems can pose risks to the safety, health and fundamental rights of the affected 
persons. For example as regards medical research, the selection and maintenance of the data basis 
is one of several factors which determines whether the system is discriminatory against certain 
groups of persons (Lekadir et al. 2022, 20). The EU aims to address these risks with a package of 
measures. The proposal for the AI Act is one part of this package, its main content being product 
safety rules for the placing on the market, putting into service and use of high-risk AI systems. 

The AI Act aims to promote the “uptake of human centric and trustworthy artificial intelligence and to 
ensure a high level of protection of health, safety, fundamental rights, democracy and rule of law, 
and the environment from harmful effects of artificial intelligence systems in the Union while support-
ing innovation (Art 1 para 1 as amended by the EP). By limiting the scope to a few actual high-risk 
applications, the aim is not to undermine the technology's innovation potential in areas such as med-
icine. For low-risk applications, the draft AI Act therefore contains no regulations. For some that 
interact with natural persons (e.g. chatbots, deepfakes), there is only a transparency requirement. 

The AI Act is a horizontal regulatory approach to AI that is limited to the minimum necessary require-
ments to address the risks and problems linked to AI. It aims not to unduly constrain or hinder tech-
nological development or otherwise disproportionately increase the cost of placing AI solutions on 
the market. It complements existing and forthcoming EU safety regulation, following the logic of the 
New Legislative Framework (NLF; a common EU approach to the regulation of certain products in 
the form of “controlled self-regulation” through a so-called conformity assessment procedure carried 
out by the manufacturer; essential obligations are prescribed by law and concretized through [har-
monised] standards),  and incorporating the AI Act into the NLF legislation on product safety require-
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ments as a horizontal standard with provisions on material obligations, market monitoring and sur-
veillance and conformity assessments (Veale and Zuiderveen Borgesius 2021, 102). Additional hor-
izontal and sectoral rules on AI and algorithmic decision making can be found in other legislative 
acts of the EU. 

The following section first describes the core provisions of the AI Act and examines whether it is 
applicable to medical research in general and FeatureCloud in particular. Then, indications for a 
legally compliant use of artificial intelligence in the context of the research project are derived. 

The AI Act is still under discussion in the EU legislative process. Unless expressly stated otherwise, 
the article designations and descriptions refer to the proposal of the European Commission (EC 
COM/2021/206). The amendments of the European Parliament (EP COM/2021/0206 – C9-
0146/2021 – 2021/0106(COD)) and the Council (COM/2021/206 - 5698/22, 2021/0106(COD)) are 
taken into account especially as regards the definition of AI and the scope of exceptions for research 
and open source components. 

8.2 Definition of AI 

The definition of AI in Art 3 is supposedly technology-neutral. The EC proposal listed a number of 
techniques in Annex I that were to be part of the definition. The most recent version of the definition 
in the EP amendments however is aligned with the OECD's definition (OECD 2019), which is in-
creasingly used internationally, to ensure consistency with international instruments. Accordingly, 
‘‘artificial intelligence system’ (AI system) means a machine-based system that is designed to oper-
ate with varying levels of autonomy and that can, for explicit or implicit objectives, generate outputs 
such as predictions, recommendations, or decisions, that influence physical or virtual environments”. 
Essential for the definition is the aspect of autonomy, which is primarily intended to cover so-called 
black-box systems, i.e. complicated neural network models, whose results are not very transparent 
or explainable. However, highly complex expert systems can also be covered if they influence their 
environment with a certain degree of autonomy. The definition shall not cover any type of software 
but be limited to technology that bears a certain level of risk for the safety, health and fundamental 
rights of individuals (Ebers 2021, 590). 

8.3 Risk categories 

The AI Act introduces four risk categories which – similar to the purpose limitation principle in the 
GDPR - relate to the purpose of the respective AI system. The decisive factor in determining whether 
a system is subject to the AI Act is therefore not an abstract risk, but rather the risk in context of a 
specific purpose the system is intended to serve. 

1. Prohibited systems: A few applications that pose unacceptable risks to society and democracy fall 
into the first risk category of prohibited systems (“Prohibited artificial intelligence practices”, Art 5), 
e.g. “the placing on the market, putting into service or use of an AI system that deploys subliminal 
techniques beyond a person’s consciousness in order to materially distort a person’s behaviour in a 
manner that causes or is likely to cause that person or another person physical or psychological 
harm”. 

2. High risk AI systems: The second category, high-risk AI systems, are defined in Art 6 and specif-
ically enumerated in two annexes (Annex II and III). The classification as high risk shall be limited to 
those systems that have a significant harmful impact on the health, safety and fundamental rights of 
persons in the Union. 

As regards Annex II, Art 6 (1) contains the following provision: 

https://www.europarl.europa.eu/doceo/document/TA-9-2023-0236_EN.html
https://www.europarl.europa.eu/doceo/document/TA-9-2023-0236_EN.html
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CONSIL:ST_15698_2022_INIT
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“Irrespective of whether an AI system is placed on the market or put into service independently from 
the products referred to in points (a) and (b), that AI system shall be considered high-risk where both 
of the following conditions are fulfilled: 

(a) the AI system is intended to be used as a safety component of a product, or is itself a product, 
covered by the Union harmonisation legislation listed in Annex II; 

(b) the product whose safety component is the AI system, or the AI system itself as a product, is 
required to undergo a third-party conformity assessment with a view to the placing on the market or 
putting into service of that product pursuant to the Union harmonisation legislation listed in Annex 
II.” 

Thus, AI systems that are intended to be used as a safety component of a product listed in Annex II 
or that are themselves such a product, and which must undergo third-party conformity assessment 
for health and safety risks under these regulations, are considered high-risk. The material provisions 
of the AI Act shall be considered and assessed during the conformity assessment procedure defined 
in the respective lex specialis regulation. Annex II lists 19 EU harmonizing acts that regulate high 
risk products or applications. It lists in its Section A the Regulation (EU) 2017/745 on Medical Devices 
(MDR), and Regulation (EU) 2017/746 on in vitro diagnostic medical devices (IVDR). 

In addition to the high-risk AI systems referred to in paragraph 1, AI systems referred to in Annex III 
shall also be considered high-risk (Art 6 (2)). In the Council version an additional restriction was 
added if the output of the system “is purely accessory in respect of the relevant action or decision to 
be taken and is not therefore likely to lead to a significant risk to the health, safety or fundamental 
rights”. Similarly, in the EP version these systems are only considered as high-risk AI systems “if 
they pose a significant risk of harm to the health, safety or fundamental rights of natural persons”. 
Accordingly, Annex III lists some specific purposes from eight areas of application that are also con-
sidered to be high-risk. The material provisions of the AI Act apply however not to the respective 
area as a whole, but to specific purposes pursued by means of an AI system covered by one of these 
eight areas. In the EC proposal 21 such purposes are listed. 

Medical research, medical or health applications are not listed in Annex III. An AI system in the 
medical area is only covered by the AI Act as a high-risk system insofar as it is “intended to be used 
as a safety component of a product, or is itself a product” covered by the two Medical devices regu-
lations listed in Annex II (cited above). 

Most material provisions of the AI Act only apply to high-risk AI systems. 

3. Low risk AI systems (transparency requirements): Art 52 imposes transparency obligations on 
certain AI systems. This third risk category includes AI systems intended to interact with natural 
persons  (natural persons shall be informed that they are interacting with an AI system unless this is 
obvious from the circumstances and the context of use), users of an emotion recognition system or 
a biometric categorisation system and users of an AI system that generates or manipulates image, 
audio or video content (deepfakes). 

4. No or minimal risk AI systems: For all other AI systems, the EC proposal for AI Act imposes no 
obligations. 

The EP proposes to include general principles applicable to all AI systems in the AI Act (Art 4a). 
These principles follow the recommendations of the EU’s High-Level Expert Group on Artificial Intel-
ligence (AI HLEG) and refer to human agency and oversight, technical robustness and safety, pri-
vacy and data governance, transparency, diversity, non-discrimination and fairness and social and 
environmental well-being. For high-risk AI systems, their principles are reflected in the requirements 
of Art 8-15, which will be discussed in the following subsection. 
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8.4 Material provisions 

High risk AI systems should only be placed on the Union market or put into service if they comply 
with certain mandatory requirements, which should ensure that they do not pose certain unaccepta-
ble risks.  

Title III, Chapter 2 contains minimum product safety requirements with regard to high-risk AI systems 
(Art 8 – 15). They are complemented by obligations in the following chapters and titles. These obli-
gations include, among others 

● Risk management system: The establishment, implementation, documentation and mainte-
nance of a risk management system in relation to the high-risk AI system (Art 9); 

● Data and data governance: High-risk AI systems which make use of techniques involving the 
training of models with data shall be developed on the basis of training, validation and testing 
data sets that meet certain quality criteria; among others, training, validation and testing data 
sets shall be relevant, representative, free of errors and complete and avoid bias (Art 10); 

● Technical documentation: The technical documentation of a high-risk AI system shall be 
drawn up before that system is placed on the market or put into service and shall be kept up-
to date; the documentation shall demonstrate that the high-risk AI system complies with the 
requirements of this Chapter and shall serve as a basis for the conformity assessment (Art 
11 and Annex IV); 

● Record keeping: High-risk AI systems shall be designed and developed with capabilities en-
abling the automatic recording of events (‘logs’) while the high-risk AI system is operating. 
Those logging capabilities shall conform to recognised standards or common specifications. 
The logs shall ensure, among others, traceability of the AI system’s functioning throughout 
its lifecycle and the monitoring of its operation (Art 12); 

● Transparency and provision of information to users: Designers and developers shall ensure 
that a high-risk AI system’s operation is sufficiently transparent to enable users to interpret 
the system’s output and use it appropriately (Art 13) [see in more detail D4.8]; 

● Human oversight: High-risk AI systems shall be designed and developed in such a way, in-
cluding with appropriate human-machine interface tools, that they can be effectively overseen 
by natural persons during the period in which the AI system is in use (Art 14); 

● Accuracy, robustness and cybersecurity: High risk AI systems shall achieve, in the light of 
their intended purpose, an appropriate level of accuracy, robustness and cybersecurity, and 
perform consistently in those respects throughout their lifecycle (Art 15); 

● Providers of high-risk AI systems shall put a quality management system in place that en-
sures compliance with the AI Act (Art 17); 

● Providers shall ensure that the high-risk AI system undergoes the relevant conformity as-
sessment procedure, prior to its placing on the market or putting into service (Art 19); 

● Providers take the necessary corrective actions, if the high-risk AI system is not in conformity 
with the requirements (Art 21); 

● Document retention: Technical documentation and additional documentation shall be kept 
for a period of 10 years (Art 50); 

● Registration: Providers shall register a high-risk AI system in the EU database referred to in 
Article 60 (Art 51) 

● Providers shall report any serious incident or any malfunctioning of those systems which 
constitutes a breach of obligations under Union law intended to protect fundamental rights 
(Art 62); 
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● The EP proposed to include, additionally, an obligation for deployers (users) to carry out a 
fundamental rights impact assessment prior to putting a (stand-alone) high-risk AI system 
into use (Art 29a). 

8.5 Scope / Applicability 

The AI Act applies to 1) providers placing on the market or putting into service AI systems in the 
Union, irrespective of whether those providers are established within the Union or in a third country, 
2) users (deployers) of AI systems located within the Union and 3) providers and users (deployers) 
of AI systems that are located in a third country, where the output produced by the system is used 
in the Union (Art 2). Title III Chapter 3 defines the obligations for providers, users (deployers), product 
manufacturers, importers, distributors and other third parties. Most material provisions refer to the 
providers of high-risk AI systems. 

To delimit the AI systems the material provisions of the AI Act apply to, the definition of AI must be 
read together with the definition and delineation of high-risk systems. The substantive requirements 
of the AI Act in Title III ("High-Risk AI Systems," Art 6 to Art 51) apply only to the comparatively few 
applications listed in Annex II and III. An AI system is considered to be high risk if 

● it is intended to be used as a safety component of a product, or is itself a product and the 
intended use falls within EU harmonisation legislation listed in Annex II and a third-party con-
formity assessment is required pursuant to the aforementioned EU legislation OR 

● AI systems that are intended to be used in areas covered by Annex III of the AI Act are 
automatically classified as high risk (Karathanasis 2023). 

According to Art 43 (3) of the AI Act, the providers of high-risk AI systems, to which legal acts listed 
in Annex II, section A, apply, shall follow the relevant conformity assessment as required under those 
legal acts (e.g. Art 52 MDR). The requirements set out in Chapter 2 of this Title (see above) shall 
apply to those high-risk AI systems and shall be part of that assessment (Points 4.3., 4.4., 4.5. and 
the fifth paragraph of point 4.6 of Annex VII shall also apply). 

Opting out of a conformity assessment according to the legal acts cited in Annex II section A is 
possible only if the manufacturer has (additionally to the required standards therein) also applied 
harmonised standards or, where applicable, common specifications referred to in Article 41, covering 
the requirements set out in Chapter 2 of Title III (Art 43 (3) sub-para 3 AI Act). Such standards and 
specifications that cover the requirements of Chapter 2 of Title III are still to be defined. 

8.6 Applicability of the AI Act to the area of health and medical applica-
tions 

According to Recital 28 of the AI Act “AI systems could produce adverse outcomes to health and 
safety of persons, in particular when such systems operate as components of products. Consistently 
with the objectives of Union harmonisation legislation to facilitate the free movement of products in 
the internal market and to ensure that only safe and otherwise compliant products find their way into 
the market, it is important that the safety risks that may be generated by a product as a whole due 
to its digital components, including AI systems, are duly prevented and mitigated.” 

Accordingly, Annex II lists the MDR and the IVDR, which are therefore relevant to the scope of the 
AI Act as regards high risk AI systems. Art 2 MDR defines a ‘medical device’ as “any instrument, 
apparatus, appliance, software, implant, reagent, material or other article intended by the manufac-
turer to be used, alone or in combination, for human beings for one or more of” certain specific 
medical purposes listed in this article (e.g. diagnosis, prevention, monitoring, prediction, prognosis, 
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treatment or alleviation of disease, injury or disability). Not included are devices that achieve their 
principal intended action by pharmacological, immunological or metabolic means, in or on the human 
body.  

Artificial intelligence falls under the definition of software: An interpretation of the guidelines 
(MEDDEV 2016; MDCG 2019) and of the aims of the MDR provides a software definition that in-
cludes Al driven systems (Kiseleva 2020, 11, see also Niemiec 2020, 3 on the risk classification of 
AI devices). Software “intended to provide information which is used to take decisions with diagnosis 
or therapeutic purposes” or “to monitor physiological processes” (Annex VIII 6.3 Rule 11 MDR) is at 
least classified as a medical device class IIa necessitating a conformity assessment procedure in-
cluding a third party, a so-called notified body. At the moment only static “frozen” AI systems without 
online-learning capabilities are certifiable (IG NB 2022). 

The MDR however only covers medical devices and software with an intended medical purpose and 
specifically excludes software for general purposes, even when used in a healthcare setting, or soft-
ware intended for life-style and well-being purposes (Recital 19 MDR). Thus health-related AI appli-
cations (such as those used to track medication) and administrative AI systems used by doctors in 
hospitals are not in scope of the MDR (Bogucki 2022, 4). Apart from AI systems falling under the 
scope of the MDR, the healthcare sector and other health related applications (health apps, chatbots 
and apps generating customized dietary recommendations) are absent from the list of high-risk areas 
(Kolfschooten 2022, 26 seq). This limited alignment between health-related rules and the proposed 
AI Act has led to demands during the committee phase of the legislative process in the EP to include 
certain AI systems used in the area of healthcare, but not covered by the Regulation on Medical 
Devices, to be considered as high risk in the AI Act. This was justified by the fact that software 
impacting diagnostics, treatments or medical prescriptions and access to health insurance can sig-
nificantly affect health and safety (Bogucki 2022, 21). However, the proposals were not fully included  
in the EP amendments. 

8.7 Research and Open-Source Exceptions 

The EP proposed an amendment aiming to exclude research from the scope of the AI Act. The 
exception refers to “AI systems specifically developed for the sole purpose of scientific research and 
development” and aims “to ensure that the Regulation does not otherwise affect scientific research 
and development activity on AI systems. Under all circumstances, any research and development 
activity should be carried out in accordance with the Charter, Union law as well as the national law” 
(Recital 2f). Accordingly, the AI Act “shall not apply to research, testing and development activities 
regarding an AI system prior to this system being placed on the market or put into service, provided 
that these activities are conducted respecting fundamental rights and the applicable Union law. The 
testing in real world conditions shall not be covered by this exemption”. The EC shall be authorized 
to adopt delegated acts that clarify the application of this paragraph (Art 2 (5d)). Another exception 
proposed by the EP refers to open-source components. The AI Act “shall not apply to AI components 
provided under free and open-source licences except to the extent they are placed on the market or 
put into service by a provider as part of a high-risk AI system or of an AI system that falls under Title 
II or IV. This exemption shall not apply to foundation models as defined in Art 3” (Art 2 (5e)). 

8.8 Conclusion 

Provided the final version of the AI Act retains these amendments and no other material changes 
are added in the final stage of the legislative process (which is expected to be concluded by the end 
of 2023), the following can be said about the scope of application of the AI Act: 

● The MDR and IVDR are covered by Annex II of the AI Act, the rules on high-risk AI systems 
shall apply to the areas covered by these regulations. 
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● Other health related use of AI systems outside the scope of the MDR or IVDR is not consid-
ered high-risk (e.g. software for general purposes, even when used in a healthcare setting, 
or software intended for life-style and well-being purposes). 

● AI systems specifically developed for the sole purpose of scientific research and develop-
ment are excluded from the scope of the AI Act prior to such systems being placed on the 
market or put into service. 

● The AI Act shall not apply to AI components provided under free and open-source licences 
except to the extent they are placed on the market or put into service by a provider as part 
of a high-risk AI system or of an AI system that falls under the prohibited or the low-risk cat-
egories. 

In summary, FeatureCloud as a research project (or similar research projects the AI Act would be 
temporally applicable to) would not be covered by the AI Act. Research, testing and development 
with the tools provided would also not be covered. However, if an AI system is developed with the 
tools provided as a result of the project that falls under the MDR or IVDR and that is placed on the 
market or put into service, the obligations of the AI Act for high-risk AI systems shall have to be 
complied with. 

8.9 Recommendations for a legally compliant use of artificial intelli-
gence 

Even if (research, development and testing of) an AI system does not fall under the scope of the AI 
Act, it is advisable to comply with certain material obligations as soon as they are finalized and 
adopted. Generally speaking, the use of AI systems in the field of medical research is certainly as-
sociated with high risks to the health and fundamental rights of individuals due to the use of highly 
sensitive health data, regardless of the applicability of the Medical Devices Regulation. 

Especially with a view to research that can result in products or services being placed on the market 
or put into service, it is essential to not only follow a strict approach to ethical principles and account-
ability, but also conduct research and development with the greatest diligence and adequately take 
into account standards regarding data selection and data governance, risk assessment and risk 
mitigation, robustness and documentation. The measures implemented during the research, devel-
opment and testing phase shall enable future users to carry out fundamental rights and data protec-
tion impact assessments, to inform affected individuals transparently and to monitor compliance with 
safety, security and fundamental rights throughout the AI system’s life cycle. The documentation on 
data and data governance, technical aspects, intended use of the AI system, as well as the record 
keeping (logging) and post-market monitoring requirements should meet the highest possible stand-
ards.  
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9 Risk Analysis 
Risk analysis has been a major aspect of the work in the FeatureCloud project from the beginning. 
This includes the continuous risk management process as an important part of project management 
(WP1) on the one hand as well as several risk assessment tasks and related work with various 
emphases and objectives in several work packages on the other hand. These include: 
 

● D1.3 Report on risk assessment and details on measures to prevent misuse of research 
findings 

● D2.1 Risk assessment methodology: Fundamentals of risk assessment, ISO 31000:2009 
● D2.2 Cyber risk assessment and mitigation 
● D6.2 Model for defining user rights in federated machine learning: Threats identified in 

chapter 5.1 
● D10.1 POPD – Requirement No. 2 

 
The following risk analysis, apart from newly identifying some specific risks, gathers and summarises 
this work in a structured manner and builds upon it with the primary objective of providing a compiled 
risk analysis document for future deployment of FeatureCloud. For further details regarding specific 
aspects consider the deliverables listed above, e.g. D2.1 regarding methodological fundamentals 
and details. 
9.1 Methodology 
The methodology to conduct the present impact assessment, which is described in this section, has 
been developed and is being continuously improved and adapted by the Research Institute - Digital 
Human Rights Center in several projects in research and practice, based on existing methodological 
work as referenced below. At its core it aims to fulfil the requirements of Article 35 GDPR in a prac-
tical way but at the same time goes significantly beyond mere fulfilment of these fundamental re-
quirements. 

As a first step, it needs to be established which fundamental rights and freedoms might be impacted 
or are at risk and how this might occur. This phase of the impact assessment encompasses describ-
ing possible risk scenarios and linking them to specific rights and data protection principles. From 
Recitals 75 and 94 GDPR it can be deduced that a risk to the fundamental rights and freedoms of 
natural persons is conceptualised as the possibility of an event occurring, which itself represents 
damage or can lead to further damage to one or more natural persons. In general, the risk analysis 
is about an estimation and classification of the probability and severity of risks. To estimate the 
severity of risk scenarios several factors must be considered. These include among others (Kernell 
et al. 2022, p 22 ff): 

● The number of people affected 
● The characteristics of the impacted groups 
● The geographical and demographical reach 
● The extent of adverse effects and their reversibility 
● The likelihood of exacerbating existing biases, stereotypes, discrimination and inequalities 
● Possible cumulative impacts 
● The effort required to minimise the risk (e.g. time spent amending information, extra costs, 

low or sufficient capacity to remediate the impact, long-term psychological or physical ail-
ments, etc.) 
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In the case of FeatureCloud, the assessment furthermore should address AI-specific risk factors, 
like the dependence of potentially affected persons on AI-based decisions (Mantelero 2022, p 166) 
[D3.6:3.3.3]. 

As Recitals 84 and 90 GDPR point out, the risk assessment should consider the origin and nature 
as well as the scope, context and purposes of the respective data processing. The origin and nature 
of the risks can be distinguished by the following criteria (Bitkom 2018, p 27): 

● Internal/external human source or internal/external non-human source:  e.g. internal or ex-
ternal employee, software error or hardware defect, environmental impact (natural forces), 
cybercriminal (hacker/malware), state institutions (intelligence service, law enforcement), 
management. 

● Intentional, negligent, or unintentional: e.g. the damage to the affected person can be either 
condoned or intended and the goal of action, or due to individual or structural errors. 

Furthermore, a distinction can be made between physical, material and non-material types of dam-
age (Recital 75 GDPR). Typical risk causes include unauthorised or unlawful processing, processing 
contrary to good faith, processing that is not transparent for the data subjects, unauthorised disclo-
sure of and access to data, unintentional loss, destruction, or damage of data, denial of data subjects' 
rights, use of data by controllers for illegitimate purposes, not intended processing of data, pro-
cessing of inaccurate data, incorrect processing (technical failures, human errors), processing be-
yond the retention period, processing itself when the harm lies in the performance of the processing 
(e.g. because it is illegitimate/lacks a legal basis) and processing contrary to the purpose limitation 
principle (Recitals 75 and 83 GDPR). 

Based on these considerations, the following overarching questions may guide the assessment of a 
risk scenario (Martin et al. 2020, p 43): 

● What damage can occur for data subjects based on the planned data processing? 

● Which actions or circumstances can lead to the occurrence of the respective damag-
ing events? 

● Which actors or (non-human) risk sources are involved and how? 

● Which remedial measures have already been implemented or are planned? 

9.2 Assessment of likelihood and severity 

The risk assessment is meant to be as objective as possible (Recitals 75 and 76 GDPR). This is, 
however, not always attainable in practice due to ambiguities about assignable likelihoods, possible 
types of damage, and the subjective perceptions of risk by the various stakeholders. 



 

D8.7 - Report on Data Protection Impact Assessment 
  

 
 

 

 
 
This project has received funding from the European Union’s Horizon 2020 research 
and innovation programme under grant agreement No 826078. 

 
Page 61 of 144 

 

According to the GDPR, risks should be assessed by combining the likelihood (probability or chance) 
of occurrence (or happening) and the severity (or magnitude) of consequences (Recital 76 GDPR). 
Therefore, the risk evaluation is an estimation of the likelihood of a threat scenario materialising and 
an estimation of the impact severity of each risk scenario (Vemou and Karyda 2020, p 48). These 
two variables are combined in the combinatorial matrix using an ordinal scaled system to estimate 
the overall risk level. The decision which risk level an expected impact corresponds to, lies with the 
evaluation of experts who possess knowledge of the system in question, of case law, literature, and 
the relevant legal framework. 

The exact methodology for assessing the impact varies from author to author. However, most models 
work with locating the respective likelihood and severity on a risk matrix, using an ordinal scale like 
(1) negligible, (2) limited, (3) substantial and (4) maximum. 

In order to systematically determine the probability, the following statements can be attributed to 
each of the risk levels (Mantelero 2022, p 56) [D3.6:3.3.4]:  

Negligible 
It is very improbable that the damage occurs; it hardly seems possible for the se-
lected risk sources to materialise the threat under the given circumstances (e.g. theft 
of paper documents stored in a room protected by a badge reader and access code). 

Limited It is rather improbable that the damage occurs; it seems difficult for the selected risk 
sources to materialise the threat under the given circumstances (e.g. theft of paper 
documents stored in a room protected by a badge reader). 

Substantial It is rather probable that the damage occurs; it seems possible for the selected risk 
sources to materialise the threat under the given circumstances (e.g. theft of paper 
documents stored in offices that cannot be accessed without first checking in at the 
reception). 

Maximum It is very probable or even inevitable that the damage occurs; it seems easy for the 
selected risk sources to materialise the threat under the given circumstances (e.g. 
theft of paper documents stored in the public lobby). 

 The same goes for determining the level of severity (CNIL 2018, p 4): 

Negligible The severity of the damage is very low; affected individuals and groups may en-
counter a few inconveniences, which they will overcome without any problem 
(e.g. time spent amending information, annoyances, irritations, etc.). 

Limited The severity of the damage is rather low; affected individuals and groups may 
encounter inconveniences, which they will be able to overcome despite a few 
difficulties (e.g. extra costs, fear, lack of understanding, stress, minor physical 
ailments, etc.). 
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Substantial The damage is rather severe; affected individuals and groups may encounter 
consequences, which they should be able to overcome albeit with real and seri-
ous difficulties (e.g. economic loss, property damage, worsening of health, etc.). 

Maximum The damage is very severe; affected individuals and groups may encounter seri-
ous or even irreversible consequences, which they may not overcome (e.g. long-
term psychological or physical ailments, death, etc.). 

  

The subsequent combination of these two variables results in the following risk matrix (Bitkom 2017, 
p 32) [D3.6:Tab. 3.2]: 

Risk 

assessment 
Probability of occurrence 

negligible  
(1) 

limited 
(2) 

substantial 
(3) 

maximum 
(4) 

Severity  
of  

damage 

maximum 

(4) 

normal high very high very high 

substantial 

(3) 

low normal high very high 

limited 

(2) 

very low low normal high 

negligible 

(1) 

very low very low low normal 

In accordance with Art 35 (1) and Art 36 (1) GDPR, the risk acceptance level is defined as normal 
or below. Risk mitigation measures are, however, considered regarding all risks. According to the 
risk assessment prescribed by Articles 24, 25 and 32 GDPR, depending on the available technical 
and/or organisational measures to mitigate a particular risk among other factors, risks with a level of 
normal, low, or very low can be considered to be acceptable. Risk scenarios located in the range of 
high or very high of the matrix, on the other hand, always require further risk treatment until the 
respective risks are sufficiently contained. If high risks would nonetheless remain, either the data 
protection supervisory authority must be consulted (see Art 36 GDPR) or the processing must not 
be carried out at all. 
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9.2.1 Appraisal of proportionality 

Next to determining the risk level, a DPIA should include the examination of the proportionality of the 
infringement of the fundamental rights and freedoms in question. The principle of proportionality (and 
the related step of examining the necessity) can be understood as a doctrinal tool for the resolution 
of conflicts between two competing rights or interests (Möller 2012, p 10). 

The right to the protection of personal data is not an absolute right; it must be considered in relation 
to its function in society and be balanced against other fundamental rights (EDPS 2017, p 4). In this 
spirit, Article 35 (7) (b) GDPR stipulates an assessment of the necessity and proportionality of the 
processing operations in relation to the purpose, in case the operations interfere with other funda-
mental rights (Jandt 2018, Art 35 para 39 ff). Also, according to the European Data Protection Su-
pervisor (EDPS), the appraisal of necessity and proportionality is an essential requirement with which 
any proposed measure that involves processing of personal data must comply (EDPS, 2019b, p 3). 
For the present impact assessment this appraisal of proportionality is of particular importance since 
the underlying methodical approach is not limited to the protection of personal data but extends to 
other fundamental and human rights as well. 

Contrary to the several existing methodologies for risk assessments, approaches for assessing the 
proportionality and necessity in the context of personal data protection are rather scarce (Kloza et 
al. 2020, p 29). In accordance with Article 52 CFR and the relevant legal literature on the methodo-
logical implementation of the proportionality principle, the following steps or criteria can be differen-
tiated (Möller 2012, p 711 ff; EDPS 2017, p 4 ff; EDPS 2019b, 6 ff): 

● Legality: Is the legal basis for the data processing provided for by a law of a sufficient qual-
ity (e.g. clarity, accessibility, precision, foreseeability, conformity with the rule of law), and 
does this legal basis respect the essence of the fundamental rights and freedoms? 

● Legitimacy: Does the envisaged data processing operation serve a legitimate aim or meet 
objectives of general interest to protect the fundamental rights and freedoms of others? 

● Suitability: Is the envisaged data processing operation appropriate (even capable) to 
achieve the given legitimate aim? 

● Necessity: Is the envisaged data processing operation necessary to achieve this legitimate 
aim? 

● Proportionality (sensu stricto): Is the interference with the right proportionate (balanced) 
with regard to the protection of the competing right or interest? 

In its related guidelines the EDPS points out that the examination of necessity (just as the entire 
DPIA) is a facts-based process, rather than a merely abstract legal notion. It must therefore be con-
sidered in light of the specific circumstances surrounding the use-case in question as well as the 
concrete purpose it aims to achieve. This means that the respective data protection operation should 
be genuinely effective to achieve the pursued objective of general interest (EDPS 2017, p 8). 

In addition, the envisaged data protection operation should be the least intrusive for the fundamental 
right at stake. Consequently, the assessor needs to consider alternative measures which are com-
parably effective but with less impact on e.g. the protection of personal data or the right to respect 
of private life (Jandt 2018, Art 35 para 39). Only if existing or less intrusive measures are not available 
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and the envisaged data processing operation is essential and limited to what is absolutely necessary 
to achieve the objective of general interest, the criterion of necessity is met (EDPS 2017, p 17). 

At the core of the appraisal process lies the concept of a balancing. This final step is a procedure of 
weighing up the intensity of the interference against the legitimacy (or importance) of the objective 
pursued in the given context. The balancing (of advantages/disadvantages and benefits/costs) 
should lead to the decision whether the data processing operation in question is proportionate or 
not. If the conclusion is that it is not proportionate, the assessor should make sure to take all factors 
which determine the appraisal as disproportionate into account and determine and introduce (if pos-
sible) safeguards which render the data processing activity proportionate (EDPS 2019b, p 11). 

9.2.2 Risk treatment and mitigation 
Once the potential risks and proportionality of the data protection operation in question were identi-
fied and analysed, the controller (assessor) has to decide, whether to deploy the respective data 
processing operation without changes, to modify the system, context or processing operation or to 
cancel the data processing altogether (Kloza et al. 2020, p 37). 

A common procedure consists of elaborating measures to mitigate the expected adverse impact. 
Article 35 (7) (d) GDPR only requires mentioning these measures; the actual implementation lies 
outside the impact assessment and constitutes a separate process (Jandt 2018,  Art 35  para 47 ff). 
Mitigation measures can be of a regulatory (legal), technical, organisational or behavioural nature 
(Kloza et al. 2020, p 30). They should particularly address the general data protection principles and 
obligations such as the data protection by design and by default approach (Jandt 2018, Art 35 para 
47 ff.). 

The treatment of risks and the implementation of measures to mitigate or control the identified risks 
can take several forms (EDPS 2019a, p 16 f): 

● Prevention: amendments to the processing operation or technology to prevent or avoid 
risks from materialising 

● Detection: (self-)monitoring (logging) of processing operations in order to ensure to quickly 
notice breaches or illicit use 

● Repression: quickly ending detected breaches; procedures to correct inaccurate data; cer-
tificate revocation mechanisms to stop the use of compromised credentials 

● Correction: undoing or limiting the damage after the fact; measures to restore or revert to 
the status/conditions that existed prior to the impact 

Different types of control measures and policies as well as privacy enhancing technologies can be 
considered (Vemou and Karyda 2020, p 48 f) [D3.6:3.6]. For example, regarding the security of the 
processing Article 32 (1) GDPR refers to the following technical and organisational measures to be 
implemented, as appropriate: 

● Pseudonymisation and encryption of personal data 
● Ability to ensure the ongoing confidentiality, integrity, availability and resilience of pro-

cessing systems and services 
● Ability to restore the availability and access to personal data in a timely manner in the event 

of a physical or technical incident 
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● Implementation of a process for regularly testing, assessing and evaluating the effective-
ness of technical and organisational measures for ensuring the security of the processing 

In Article 32 (4) GDPR reference is further made to measures of access restriction or access control. 
The various measures, safeguards and procedures are ultimately intended to ensure the protection 
of personal data (and other fundamental rights) and to demonstrate compliance with the provisions 
of the GDPR (Recital 90 GDPR). 

The order of addressing the identified risk scenarios is guided by their previously prescribed risk 
level, not by their proximity (Kernell and Veiberg 2020, p 11). 

As a bare minimum, the mitigation measures should reduce all risks rated as ‘high’ or “very high” to 
the point where they can be classified as ‘normal’. It is not always necessary to implement additional 
measures; sometimes it might be more feasible to strengthen already existing measures (Martin et 
al. 2020, p 48). 

Besides specifying the necessary mitigation measures it is also recommended to develop a response 
plan to prioritise the envisaged steps, name the person responsible and determine a date (or time 
plan) for the implementation (Kloza et al. 2020, p 35). In the context of new technologies such as the 
FeatureCloud system, it is crucial to consider mitigation measures early in its lifecycle. For example, 
addressing human rights already in the design process of a product (‘human rights by design’) can 
effectively prevent future negative impacts (Kernell and Veiberg 2020, p 23). 

For those remaining cases and residuals where the risk cannot be mitigated despite the measures 
taken, the assessor once more has to decide how to proceed (Kloza et al. 2020, p 37). The follow 
options are available (Bitkom 2017, p 33): 

● Risk acceptance: in case the level of risk in terms of likelihood and severity is low enough 

● Risk reduction: through the implementation of further mitigation measures; defining their pri-
ority and their practical implementation 

● Risk avoidance: by completely refraining from and stopping the activity if no appropriate 
measures can be implemented 

In theory, risk transfer constitutes a fourth option. It primarily refers to the risks of companies (corpo-
rate bodies). In the case of data subjects as natural persons, this option is not always feasible. For 
the sake of completeness, this option is nevertheless listed. 

If high risks remain, additional measures must be selected until the respective risks are sufficiently 
contained. Otherwise, either the data protection supervisory authority must be consulted (see Art 36 
GDPR) or the processing must be stopped entirely. This final decision on how to react or treat the 
risk lies with the controller. 

In order to carry out the risk treatment systematically, it is therefore necessary to go through the 
following questions [D3.6:3.6]: 
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● What treatment or procedure (acceptance, reduction, avoidance) was chosen to 
address the identified risk scenario? Justify the chosen treatment/approach. 

● If a reduction of the estimated risk level is envisaged, what measures are being 
implemented to mitigate the risks? Describe the mitigation measures related to 
the specific risk scenario and how they will be implemented to address the identi-
fied risk. Design a response plan to prioritise the envisaged steps, identify re-
sponsible persons (in charge) and set a date (or timetable) for the implementa-
tion. 

● Does the impact assessment indicate that the data processing will result in a high 
risk? Is it necessary to consult the data protection authority? 

9.2.3 Revisiting and monitoring 

Finally, it must be mentioned that assessing a digital activity’s/product’s/service’s risks to data pro-
tection, privacy and other human rights is not just a one-off but continues throughout its lifecycle. For 
instance, it might have to be decided whether and when to perform the DPIA process again (entirely 
or partly) once the envisaged processing operations have been deployed (Kloza et al. 2020, p 40). 
According to Article 35 (11) GDPR the controller must perform a review of the DPIA process where 
necessary; at least when there is a change in the risk represented by the processing operations (i.e. 
if the nature, scope, context or purpose of the processing operations or the relevant law have 
changed) and hence so has the level of risk. This step serves as quality control and preventive 
measure to avoid future risks (Jandt 2018, Art 35 para 59 f; see also Kloza et al. 2020, p 42) 
[D3.6:3.7]. 

To that end, a monitoring process should be implemented. Key questions include (Kernell and 
Veiberg 2020, p 24): 

● What exactly (which specific data processing operation) will be monitored? 

● When will the monitoring activities begin? 

● How often and at what intervals will the monitoring activities occur? 

● Who will conduct the monitoring activities (e.g. internal or external persons)? 
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9.2.4 Risk assessment template 

Risk title 

1) Risk identification 

  

Risk description 

What scenario are we facing? What is the risk? 

Add description of the respective data processing operation and explanation of the 
possible risk scenario (naming of actors and persons involved; type and character-
istics of the processing; naming of processed data categories; naming of existing 
technical or organisational measures, etc.) 

Risk source 

What elements trigger the occurrence of the damage? Is it a human or non-
human risk source?  

Risk cause 

What leads to the ‘realisation of the risk’? 

Possible damage for data subjects 

Physical damage: Bodily damage by incorrect medical treatment, psychological 
damage like anxiety or depression, in the case of breaches of confidentiality also 
violent crimes (incl. stalking) etc. 

Material damage: Economic damages, occupational damages such as loss of em-
ployment or promotion; reduction of state benefits, discrimination (e.g. in insurance 
contracts or apartment search), unjustified fees or fines, etc. 

Non-material damage: Social and societal disadvantages (e.g. damage to reputa-
tion, mobbing etc.), damage to privacy, intimidation effects (so-called chilling effects, 
where people refrain from exercising their rights out of fear) etc. 
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2) Risk analysis and 
evaluation (before 
mitigation) 

  

  

  

  

  

  

  

  

Probability of occurrence Severity of damage Risk assessment 

(1-4): Add risk level [negligi-
ble (1), limited (2), substan-
tial (3), maximum (4)] and 
explain (see Chapter 4.1.1 
for guidance on determining 
the adequate risk level). 

Comment: Optional explana-
tion of the classification 

(1-4): Add risk level 
[negligible (1), limited 
(2), substantial (3), 
maximum (4)] and ex-
plain (see Chapter 
4.1.1 for guidance on 
determining the ade-
quate risk level). 

Comment:  Optional 
explanation of the clas-
sification 

(1-16): Estimate the level 
of risk on the basis of the 
given facts; assign the risk 
to a value/level in the pre-
sent matrix 

  

  

3) Measures 

  

  

  

  

  

  

Existing measures 

If it is envisaged to reduce/mitigate the identified risk: What regulatory, technical, 
organisational or behavioural measures need to be implemented to reduce the risk? 

Add list of selected envisaged/future mitigation measures, including a detailed de-
scription and explanation how they address the risks and disproportionality of the 
processing operations identified to protect the rights and freedoms of the data sub-
jects and to demonstrate compliance with law. 

  

Probability of occurrence Severity of damage Risk assessment 
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4) Risk analysis and 
evaluation (after 
mitigation) 

(1-4): Add risk level [negligi-
ble (1), limited (2), substan-
tial (3), maximum (4)] and 
explain (see Chapter 4.1.1 
for guidance on determining 
the adequate risk level). 

Comment:  Optional explana-
tion effect of the measures 

(1-4): Add risk level 
[negligible (1), limited 
(2), substantial (3), 
maximum (4)] and ex-
plain (see Chapter 
4.1.1 for guidance on 
determining the ade-
quate risk level). 

Comment:  Optional 
explanation effect of 
the measures 

(1-16): Estimate the level 
of risk on the basis of the 
given facts; assign the risk 
to a value/level in the pre-
sent matrix 

  

5) Risk treatment / 
Proportionality of 
risk / Future 
measures 

  

Proportionality of risk / Future measures / Permanent measures 

 
  



 

D8.7 - Report on Data Protection Impact Assessment 
  

 
 

 

 
 
This project has received funding from the European Union’s Horizon 2020 research 
and innovation programme under grant agreement No 826078. 

 
Page 70 of 144 

 

9.3 Identified risks 

9.3.1 Misidentification of risks 
 

1) Risk identification Risk description 

The misidentification of risks to individual rights and freedoms caused by not carry-
ing out an appropriate risk assessment. As a consequence, an organisation cannot 
put in place appropriate technical and organisational measures to prevent putting 
individuals in danger. 

Risk source 

● Participant / Coordinator 

Risk cause 

● Failure to identify risks and place appropriate measures. 

Possible damage for data subjects 

● Failure to implement appropriate measures may (indirectly) lead to mani-
festation of all of the risks addressed in this DPIA. 

 

2) Risk analysis and 
evaluation (before 
mitigation) 

  

Probability of occurrence Severity of damage Risk assessment 

(4) 

Comment:  
Without assessing risks, 
chances are very high that 
appropriate measures won’t 
be implemented. 

(3) 

Comment:  
Misidentification does 
not have an immediate 
effect. 

 (12) 
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3) Measures Measures 

● Risk analysis and management throughout the project. 
● Highest due diligence in risk identification, creative and broad approach 

when imagining potential risks, using established methods and experi-
ence/examples as well as "creative dystopian thinking".  

● 6-eyes principle on multidisciplinary senior expert level.  
● All project participants carried out risk identification and assessment and 

were participating in the overall risk management process. 
● The present DPIA has been carried out throughout the project, partially 

identifying new risks, partially collecting risks from the other risk analysis 
processes in the project. 

● Transparency of residual risks. 

  

4) Risk analysis and 
evaluation (after 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(2) 

Comment:  
It is still conceivable that 
risks remain undetected or 
that documented measures 
are not fully implemented. 

(3) 

 

(6) 

  

5) Risk treatment / 
Proportionality of 
risk / Future 
measures 

Through implementing the measures documented above an acceptable level of re-
sidual risk was achieved. The risk management process must be continued through-
out further development and deployment of the FeatureCloud system. 
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9.3.2 Lack of responsibility and possibility of intervention in a feder-
ated setting 

1) Risk identification 

  

Risk description 

Accountability refers to the obligation of organisations to take responsibility for the 
data they collect, process, and use. In the context of federated machine learning, 
where data is distributed across multiple parties, ensuring accountability becomes 
more complex. While the federated approach of FeatureCloud at its core decreases 
data protection risks, the federated setting at the same time increases some risks in 
terms of data protection law, as each participant is potentially a single point of failure. 

Participants are enabled to participate in FeatureCloud projects via token. Apart from 
removal from the project - by withdrawing the token - coordinators have only limited 
possibilities to oversee, influence and control data processing by the participants. 

The coordinator relies on participants to contribute as much high-quality data as pos-
sible, which is why there is a certain relationship of dependence in this direction. By 
this, the coordinator may be guided not to immediately withdraw system access from 
a participant acting in misconduct, especially if the participant provides high-quality 
data. 

Risk source 

● Participant / Coordinator 

Risk cause 

● Unclear/ambiguous role allocation 
● Coordinator has sole responsibility regarding which participants he invites 

and has a potential relationship of dependence to them 
● Failure to identify or implement adequate measures by a single actor. 

Possible damage for data subjects 

● Failure to implement appropriate measures and or to exclude participants 
from projects, when necessary, may (indirectly) lead to manifestation of sev-
eral of the risks addressed in this DPIA. 
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2) Risk analysis and 
evaluation (before 
mitigation) 

  

Probability of occurrence Severity of damage Risk assessment 

(3) 

Comment:  
Closed number of possible 
responsible parties. 

(3) 

Comment: Materialisa-
tion of this risk does not 
have an immediate ef-
fect. 

(9) 

  

 

3) Measures Measures 

● Closed circle of recipients, invitation by token. 
● The coordinator is in the relationship of joint controllership with every partic-

ipant (see section 6.1.) and has to conclude an adequate joint controllership 
agreement with every participant. 

● The Blockchain-based mechanism for logging and auditing of data usage 
developed in WP6 is able to detect some forms of misconduct of partici-
pants (see section 5.1.6). Both components of the blockchain-based audit-
ing mechanism developed in WP6 must be actually utilised, i.e. (1) partici-
pants must be contractually obliged to use the logging mechanism, that 
logs which data has been used for which purpose by whom and (2) actual 
audits must be carried out.  

  

4) Risk analysis and 
evaluation (after 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(2) (3) (6) 

  

5) Risk treatment / 
Proportionality of 
risk / Future 
measures 

Through implementing the measures documented above an acceptable level of re-
sidual risk was achieved. The risk management process must be continued through-
out further development and deployment of the FeatureCloud system. 
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9.3.3 Risks originating from (sub-)processors 

1) Risk identification Risk description 

(Sub)-processors may compromise data privacy and security on a technical level or 
may not be aware of or compliant with all the relevant regulations and standards for 
data protection. E.g. (sub-)processors may process data for their own purposes with-
out having a legal basis to do so. 

In particular, it seems conceivable that participants may use (sub-)processors to cal-
culate local FeatureCloud models. 

Risk source 

● Participant / Coordinator that make use of a processor to calculate and em-
anate local models 

Risk cause 

● Properties of or relationship with the processor (e.g. inadequate security 
measures, level of protection in the country where the processor is based 
or unfavourable contractual relationship). 

Possible damage for data subjects 

● Bodily damage: Individuals may be exposed to incorrect decisions (e.g. due 
to data poisoning by Sub-Processor) 

● Material damage: Restrictions on the conclusion of contracts when health 
data is disclosed (e.g. Adverse effects in insurance contracts) 

● Non-material damage: Social and societal disadvantages (e.g. damage to 
reputation based on wrong diagnosis). 
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2) Risk analysis and 
evaluation (before 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(3) 

Comment:  
Attack vector is restricted to 
certain parties. 

(4) 

Comment:  
Damage to the body is 
possible. There is also 
a risk of becoming too 
dependent on a (sub-) 
processor, making it 
more difficult to switch 
if e.g. the processor re-
fuses to work in a le-
gally compliant man-
ner, which solidifies 
the damage. 

 

(12) 

  

 

3) Measures 

  

  

  

  

  

  

Measures 

● Minimise the need/involvement of (sub-)processors: The FeatureCloud sys-
tem is designed in order to run locally at any participant involved and that 
the local components can be provided to each participant by FeatureCloud. 
Therefore, no (sub-)processors need to be involved. 

● The project consortium provides information on how to set up projects lo-
cally. 

● Highest scrutiny in selection of (sub-)processors must be applied. 
● Ensure and document clear contractual measures that stipulate who has 

access to the training data, training code, and deployment code, and when 
they have access. 

● Document clear audit trails of how personal data is moved and stored from 
one location to another during the training and testing phase. 

● FeatureCloud uses Docker as a virtualization technique. Docker offers the 
appropriate level of isolation, preventing Internet and file access if not explic-
itly granted, and sandboxing to limit the usage of compute and memory re-
sources if necessary. These isolated running environments (containers) are 
created from pre-defined images, which are the federated apps in our case. 

● The training results must always be critically reviewed by a natural person 
before they are applied to patients. 
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4) Risk analysis and 
evaluation (after 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(2) 

Comment: 
The measures above signifi-
cantly decrease the likeli-
hood that (sub-)processors 
are involved at all. 

(3) 

Comment:  
Human review of re-
sults prevents immedi-
ate application of re-
sults to humans and 
therefore prevents se-
vere damage.  

(6) 

  

5) Risk treatment / 
Proportionality of 
risk / Future 
measures 

Through implementing the measures documented above an acceptable level of re-
sidual risk can be achieved. The risk management process must be continued 
throughout further development and deployment of the FeatureCloud system. 
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9.3.4 Dilution of data protection awareness 

1) Risk identification Risk description 

The promise of privacy by architecture and privacy enhancing techniques might lead 
to relaxed self-assessment of privacy concerns by patients and participants. Firstly, 
this might be exploited by attackers with regard to participants. Secondly it might be 
exploited by participants regarding data subjects when collecting consent. 

Risk source 

● Participant / Coordinator 

Risk cause 

● Unchecked confidence in architectural or technical security. E.g.: While 
SMPC provides input privacy and allows protecting the privacy of intermedi-
ate results, it reveals the final result - the output of the function. In federated 
learning, the output can be also potentially sensitive and vulnerable to infer-
ence attacks. Another technique needs to be applied to ensure output pri-
vacy as a complement to SMPC, e.g., Differential Privacy. 

Possible damage for data subjects 

● Material damage: Restrictions on the conclusion of contracts (e.g. Adverse 
effects in insurance contracts based on unlawful disclosure). 

● Non-material damage: Social and societal disadvantages (e.g. damage to 
reputation based on unlawful disclosure). 

 

2) Risk analysis and 
evaluation (before 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(3) 

Comment: 
Risk cause is restricted to 
certain parties. 

(3) 

Comment: Materialisa-
tion of this risk does 
not have an immediate 
effect. 

(9) 
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3) Measures 

  

  

  

  

  

  

Measures 

● Data protection and privacy are taken very seriously in FeatureCloud irre-
spective of the fact that the architecture is already privacy-enhancing and 
several different measures are taken in this regard, in particular 

○ WP2 - Cyber risk assessment and mitigation  
○ the present DPIA, 
○ the app certification mechanism, 
○ the logging and auditing mechanism, 
○ very specific data protection and security measures on the imple-

mentation level and the 
○ measures and recommendations in the deployment manual for the 

different stakeholders in Annex I. 
● Transparency with regard to limitations of privacy-enhancing architecture 

and techniques towards participants and towards data subjects 
● Open-source implementation 
● Logging and auditability of data usage 

  

4) Risk analysis and 
evaluation (after 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(2) (3) (6) 

  

5) Risk treatment / 
Proportionality of 
risk / Future 
measures 

Through implementing the measures documented above an acceptable level of re-
sidual risk was achieved. The risk management process must be continued through-
out further development and deployment of the FeatureCloud system. 
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9.3.5 Failure to comply with individual rights 

1) Risk identification 

  

Risk description 

The failure to respond adequately to rights requests (Articles 15-22 GDPR) is 
caused by a lack of awareness that data subject rights apply throughout the lifecycle 
of an AI system wherever personal data is used. Peculiar problems arise as it may 
be technically challenging to identify specific personal data in a model to meet re-
quests. This is especially necessary within the scope of the right to access, right to 
erasure and right of rectification. In particular it might destroy a model if specific data 
need to be deleted from the model (Edwards and Veale 2017, p 67 ff). However, 
since the aim is for the model to contain no personal data anyway, the latter should 
not be a problem in the context of FeatureCloud. 

Risk source 

● Participant / Coordinator 

Risk cause 

● Lack of awareness or adequate processes to fulfil data subject rights 
● Impossibility to identify data subject’s data in a model 
● Lack of resources to process requests. 

Possible damage for data subjects 

● Non-material damage: Individuals are denied informational self-determina-
tion (lose control over how their personal data is used). 
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2) Risk analysis and 
evaluation (before 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(3) 

Comment:  
Identification of data is tech-
nologically demanding. It is 
conceivable that, for exam-
ple, an increased number of 
requests is received due to a 
media report. 

(2) 

Comment:  
No material / bodily 
damage 

 

(6) 

  

  

3) Measures 

  

  

  

  

  

  

Measures 

● FeatureCloud avoids this risk by aiming at producing only models which do 
not contain any personal data; this is ensured by 

○ the implemented privacy-enhancing techniques (SMPC and DP) 
and 

○ the app certification process. 
● If identification of specific personal data in a model is not (directly) possible, 

Art 11 GDPR stipulates that no additional data must be processed solely in 
order to comply with data subject’s rights. 

● The standard processes for complying with data subject’s rights lie with the 
participants which originally collected the data  

● Joint controllers shall clearly assign responsibility for information and trans-
parency. 

  

4) Risk analysis and 
evaluation (after 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(2) (2) (4) 

  

5) Risk treatment / 
Proportionality of 
risk / Future 
measures 

Through implementing the measures documented above an acceptable level of re-
sidual risk was achieved. The risk management process must be continued 
throughout further development and deployment of the FeatureCloud system. 

 



 

D8.7 - Report on Data Protection Impact Assessment 
  

 
 

 

 
 
This project has received funding from the European Union’s Horizon 2020 research 
and innovation programme under grant agreement No 826078. 

 
Page 81 of 144 

 

9.3.6 Unlawful processing 

1) Risk identification 

  

Risk description 

Failing to choose an appropriate lawful basis causes the unlawful collection of per-
sonal data.  

The excessive and irrelevant collection of personal data can be caused by a default 
approach to collect as much data as possible to produce accurate models (Zarsky 
2017, p1006 ff.). As a consequence, individuals suffer from unlawful and unfair pro-
cessing of their personal data. 

If processing is based on consent, coordinators may include data as a basis for train-
ing where consent has expired or was already revoked. 

On the other hand, unlawful processing can also be caused by implementation of 
ever new FeatureCloud workflows using already collected data without checking for 
a legal basis or not defining what purpose a particular use of data shall fulfil. 

On a wider scale, individuals lose control over how their data is used, become unin-
formed and lose trust in the organisation handling their personal data or in the med-
ical system as a whole. 

Risk source 

● Participant / Coordinator 

Risk cause 

● Processing more data than is strictly necessary, not determining a legal ba-
sis or basing processing on expired consent. 

Possible damage for data subjects 

Unlawful processing of personal data, in particular if acting lawfully would have pre-
vented storing and processing the data at all, may lead to the manifestation in par-
ticular of: 

● Non-material damage: Social and societal disadvantages (e.g. damage to 
reputation based on specific diagnosis). Data subjects lose trust over how 
their data is used, suffer from unfair processing and restrictions on informa-
tional self-determination. 
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● Material damage: Restrictions on the conclusion of contracts (e.g. Adverse 
effects in insurance contracts). 

  

2) Risk analysis and 
evaluation (before 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(3) 

Comment:  
An additional risk only arises 
when acting lawfully would 
have prevented storing and 
processing the data at all. 

(3) 

 

(16) 

  

  

3) Measures Measures 

● The key measure implemented to prevent this risk is the blockchain-based 
mechanism for logging and auditing of data usage [5.2.6] 

● In addition the following recommendations shall be followed, which are con-
tained in the Deployment Manual in Annex I: 

○ Consultation with domain experts to ensure that the data to be in-
cluded in a project is appropriate and adequate. 

○ Documentation of purpose(s) for using personal data at each stage 
of the processing lifecycle. Assessment whether they are compati-
ble with the originally defined purpose, and schedule reviews for re-
assessment. 

○ Documentation of the data collected to train the system. Assess-
ment whether it is accurate, adequate, relevant, and limited to the 
specified purpose(s). 

○ Reassessment and documentation of what data is necessary, ade-
quate, and relevant for training and testing the system. Considera-
tion of the trade-off between data minimisation and statistical accu-
racy. 

  

4) Risk analysis and 
evaluation (after 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(2) (3) (6) 
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5) Risk treatment / 
Proportionality of 
risk / Future 
measures  

Through implementing the measures documented above an acceptable level of re-
sidual risk can be achieved. The risk management process must be continued 
throughout further development and deployment of the FeatureCloud system. 
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9.3.7 Lack of transparency 

1) Risk identification 

 

Risk description 

A lack of transparency, interpretability and/or explainability may be caused by the 
application ecosystem of FeatureCloud. The coordinator sets up a research project 
and chooses which applications shall be relevant. This may lead to data subjects 
having a lack of understanding about how their data is being used and how Feature-
Cloud affects them, for the specific means processing are not constant but may be 
dynamically adapted by the coordinator. Thus there can be no uniform information 
given on the workings of research via FeatureCloud. Rather the coordinator (and/or 
participant) has to provide specific information suitable to the project. 

If no adequate information is provided, individuals cannot exercise their rights and 
may feel disempowered to object to decisions or processing. 

Risk source 

● Participant / coordinator 

Risk cause 

● Insufficient information and/or understating of data use by coordinator 
and/or participants. 

Possible damage for data subjects 

● Non-material damage: Individuals are denied informational self-determina-
tion (lose understanding over how their personal data is used). 
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2) Risk analysis and 
evaluation (before 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(3) (2) 

Comment:  
No material / Bodily 
damage 

(6) 

  

3) Measures Measures 

● The following recommendations shall be followed, which are contained in 
the Deployment Manual in Annex I: 

○ Participants must be informed about their duty to provide precise 
information on means and purposes of processing. 

○ Joint controller agreements shall clearly state which party is respon-
sible for providing information. Most importantly, the coordinator as 
the party being in control of the means of processing must enable 
the participants to inform the data subjects about the processing. 

  

4) Risk analysis and 
evaluation (after 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(2) (2) (4) 

  

5) Risk treatment / 
Proportionality of 
risk / Future 
measures 

Through implementing the measures documented above an acceptable level of re-
sidual risk can be achieved. The risk management process must be continued 
throughout further development and deployment of the FeatureCloud system. 
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9.3.8 Pressure regarding consent/consent revocation 

1) Risk identification Risk description 

Given the medical context, a data subject could likely be in a very desperate situation 
due to its medical condition and consent obtained from this data subject could be 
influenced by this/not freely given/not given in an informed manner, in particular if 
the data subject has the impression that consenting is necessary to receive optimal 
treatment or at least optimal attention by the doctor. Patients could feel a pressure 
to give their consent and/or not to withdraw it later in order to improve their relation-
ship with their treating physician, on whom their life may depend. 

Risk source 

● Participant 

Risk cause 

● Actual or felt pressure to consent or not to withdraw consent in order to 
maintain the best chance for getting cured. 

Possible damage for data subjects 

● Non-material damage: Processing of personal data against the will of the 
data subject. Due to limited, insufficient or missing voluntariness of consent, 
unlawful data processing occurs. Opening up the potential for one of the 
other risks described. 

  

2) Risk analysis and 
evaluation (before 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(3) 

 

 

(2) 

Comment: 
Degree of the infringe-
ment of fundamental 
rights is not very high, 
as research purposes 

(6) 
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are pursued and re-
sults are planned to be 
anonymous. 

  

3) Measures Measures 

● Information, in particular that consenting or not does not influence the treat-
ment in any way. 

● Revocation unobservability: The attending physician/doctor treating the data 
subject or the doctor who recruited the data subject for a study should not 
be able to know that the data subject withdrew consent. This in turn also 
mitigates the harm of pressure to consent in the first place as consent can 
truly be withdrawn freely. The blockchain-based consent management solu-
tion is designed in order to provide revocation unobservability [D6.5:6.2.1], 
but it also depends on the individual implementation in the hospital, in par-
ticular if the consent management is paper-based there.  

  

4) Risk analysis and 
evaluation (after 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(2) (2) (4) 

  

5) Risk treatment / 
Proportionality of 
risk / Future 
measures 

Through implementing the measures documented above an acceptable level of re-
sidual risk can be achieved. The risk management process must be continued 
throughout further development and deployment of the FeatureCloud system. 
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9.3.9 Breach of integrity/availability of the model 

1) Risk identification 

  

Risk description 

An attacker manipulates training data (e.g. editing, inserting or removing data in-
stances) to change the model’s behaviour, e.g. dropping the model’s accuracy or 
achieving a particular misclassification. One can distinguish the following types of 
security attacks on machine learning models [D2.1:8.3]: 

Poisoning attacks can be related to the data tempering category and also can cause 
a denial of a service, when the machine learning model, for instance, gets corrupted 
and gives (primarily) false predictions.  

Evasion attacks include scenarios when an attacker feeds the network with adver-
sarial input to reach the goal of e.g. (targeted) misclassification or confidence reduc-
tion. Applying certain perturbation (e. g. specific pixels to sample images) to the input 
can cause the network to misclassify. 

An insider attacker (participant or coordinator) participates in the federated learning 
process and has access to the models during training which is why coordinators and 
participants pose an increased potential to cause harm. An outsider attacker has 
basically access only to the final model after the federated learning process is fin-
ished.  

Depending on whether the consequences of the attack are discovered, the outcome 
could either be that the model is useless and the learning effort is frustrated (breach 
of availability), or that the compromised model is applied, leading to wrong predic-
tions (breach of integrity). The following analysis focuses on the latter, as this affects 
individuals. 

Risk source 

● Participant / Coordinator 
● Outside attacker 

Risk cause 

● Poisoning attacks [D2.1: 8.3] 
● Evasion Attacks (e. g. adding specific pixels to sample images) [D2.1: 8.3] 

Possible damage for data subjects 
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● Physical damage: Bodily damage by incorrect medical treatment due to an 
unavailable model 

● Non-material damage: Social and societal disadvantages (e.g. damage to 
reputation based on wrong diagnosis) 

  

2) Risk analysis and 
evaluation (before 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(3) 

Comment:  
Neural networks are especially 
vulnerable to this type of attacks, 
as it is harder to interpret these 
types of models, and due to their 
behaviour to overfit, they are fur-
ther more likely to learn the 
backdoor pattern. Even when an 
adversary can manipulate only 
one participant of the training, 
the attack still can be successful. 
Yet access to training data has 
to be obtained prior to the rele-
vant training stage. 

(3) 

Comment:  Materialisa-
tion of this risk does 
not have an immediate 
effect thus can be 
overcome, yet indirect 
effect may be severe 
(e.g. wrong treatment). 

 

 

(9) 

  

  

3) Measures 

  

  

  

  

Measures 

● Filtering methods for the input (Y. Liu, Xie, and Srivastava 2017) [D2.1:9.2.1] 
● Pruning the network (K. Liu, Dolan-Gavitt, and Garg 2018) [D2.1:9.2.1] 
● Modifying training samples, model structure or combining the model with 

other models (Papernot et al. 2016) [D2.1:9.2.1] 
● Use of simpler machine learning methods less susceptible to such attacks 

and/or make such attacks being recognized more easily. 
● Coordinator can technically exclude participants by revoking their token. 
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4) Risk analysis and 
evaluation (after 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(2) (3) (6) 

  

5) Risk treatment / 
Proportionality of 
risk / Future 
measures 

Through implementing the measures documented above an acceptable level of re-
sidual risk can be achieved. The risk management process must be continued 
throughout further development and deployment of the FeatureCloud system. 
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9.3.10 Membership inference attacks 

1) Risk identification 

  

Risk description 

The membership inference attack (Shokri et al. 2017) refers to the scenario when an 
adversary has a sample record of a form of training set data, and a "black-box" ac-
cess to the model. The attacker can then infer if this record was in the training set of 
the model, or not, which can reveal certain meta-data about the individual, e.g. if the 
training set was on a study about a certain disease, the membership inference attack 
could reveal that the individual has this disease. Membership inference can be cate-
gorised (using LINDDUN notation) as detectability threat or disclosure of information 
threat. [D2.1:8.4] 

Risk source 

● Participant / Coordinator 
● Outside attacker 

Risk cause 

● Successful membership inference attack [D.2.1: 8.4] 

Possible damage for data subjects 

● Material damage: Restrictions on the conclusion of contracts (e.g. adverse 
effects in insurance contracts). 

● Non-material damage: Mental health problems because of data disclosure, 
Social and societal disadvantages (e.g. damage to reputation based on data 
disclosure). 

  

2) Risk analysis and 
evaluation (before 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(4) (3) (12) 
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3) Measures Measures 

● The key measure to prevent this risk is the certification process for apps 
[5.2.3]. App certification ensures on a case-by-case basis that effective 
measures are in place to prevent this.   

● Such measures can, inter alia, be the following, which are contained in the 
implementation manual: 

○ Use of privacy enhancing techniques (Differential privacy or other 
noise addition methods) [D2.1:9.2.2], [D2.5:5.4.3] 

○ SMPC (mitigate against coordinator as attacker) [D2.1:9.2.2], 
[D2.5:5.4.3] 

○ Synthetic Data Generation (e.g. Nowok et al. 2016; Patki et al.  
2016) [D2.3:2, 7] 

○ Data anonymisation [D2.5:5.4.1] 
○ Black-box only access to model  [D2.1:8.4] 
○ Reduction of information content of model output  
○ Adversarial Regularization, Early Stopping (Tang et. al (2021) 
○ Use of a simpler model 

  

4) Risk analysis and 
evaluation (after 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(2) (3) (6) 

  

5) Risk treatment / 
Proportionality of 
risk / Future 
measures 

Through implementing the measures documented above an acceptable level of re-
sidual risk can be achieved. The risk management process must be continued 
throughout further development and deployment of the FeatureCloud system. 
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9.3.11 Model Inversion attacks 

1) Risk identification 

  

Risk description 

In the model inversion attack (Fredrikson, Jha and Ristenpart 2015), an adversary 
tries to recreate data samples that represent the underlying original objects. This has 
been shown to work in very specific settings, such as in the case of recreating pictures 
of the people to be identified by a facial recognition system. It is more difficult to 
achieve in other settings, where an individual does not correspond to one of the clas-
ses distinguished by the machine learning system. Model inversion is related to the 
identifiability threat in LINDDUN. [D2.1:8.4] 

Risk source 

● Participant / Coordinator 
● Outside attacker 

Risk cause 

● Successful Model inversion attack [D.2.1:8.4] 

Possible damage for data subjects 

● Material damage: Restrictions on the conclusion of contracts (e.g. adverse 
effects in insurance contracts). 

● Non-material damage: Mental health problems because of data disclosure, 
social and societal disadvantages (e.g. damage to reputation based on data 
disclosure). 

  

2) Risk analysis and 
evaluation (before 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(4) (3) (12) 
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3) Measures Measures 

● In the present setting, one individual does not correspond to one of the clas-
ses distinguished (which would facilitate this attack). 

● The key measure to prevent this risk is the certification process for apps 
[5.2.3]. App certification ensures on a case-by-case basis that effective 
measures are in place to prevent this.   

● Such measures can, inter alia, be the following, which are contained in the 
Deployment Manual in Annex I: 

○ Use of privacy enhancing techniques (Differential privacy or other 
noise addition methods) [D2.1:9.2.2], [D2.5:5.4.3] 

○ SMPC (mitigate against coordinator as attacker) [D2.1:9.2.2], 
[D2.5:5.4.3] 

○ Synthetic Data Generation (e.g. Nowok et al. 2016; Patki et al.  2016) 
[D2.3:2, 7] 

○ Data anonymisation [D2.5:5.4.1] 
○ Black-box only access to model  [D2.1:8.4] 
○ Reduction of information content of model output  

  

4) Risk analysis and 
evaluation (after 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(2) (3) (6) 

  

5) Risk treatment / 
Proportionality of 
risk / Future 
measures 

Through implementing the measures documented above an acceptable level of re-
sidual risk can be achieved. The risk management process must be continued 
throughout further development and deployment of the FeatureCloud system. 
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9.3.12 Property inference attacks 

1) Risk identification Risk description 

Property inference attacks can be performed on machine learning models to infer 
information about training data. Specifically, global properties of the training data can 
be inferred from the model (Ganju et al. 2018). In (Ateniese et al. 2015), the authors 
showed how to infer statistical properties of the training data, by comparing the dif-
ference of the model before and after training on this data. Machine learning models 
also can leak users' private information when the adversary has access to their pub-
lic data. (Weinsberg et al. 2012) showed how to infer the gender of a user from a 
recommendation system, based on ratings which the user has given. Using LIND-
DUN categorisation the attack can cause threats like detectability, disclosure of in-
formation or identifiability. [D2.1:8.4] 

Risk source 

● Participant / Coordinator 
● Outside attacker 

Risk cause 

● Successful Property inference attacks [D.2.1: 8.4] 

Possible damage for data subjects 

● Material damage: Restrictions on the conclusion of contracts (e.g. adverse 
effects in insurance contracts). 

● Non-material damage: Mental health problems because of data disclosure, 
social and societal disadvantages (e.g. damage to reputation based on data 
disclosure). 

  

2) Risk analysis and 
evaluation (before 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(4) (3) (12) 
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3) Measures Measures 

● The key measure to prevent this risk is the certification process for apps 
[5.2.3]. App certification ensures on a case-by-case basis that effective 
measures are in place to prevent this.   

● Such measures can, inter alia, be the following, which are contained in the 
Deployment Manual in Annex I: 

○ Use of privacy enhancing techniques (Differential privacy or other 
noise addition methods) [D2.1:9.2.2], [D2.5:5.4.3] 

○ SMPC (mitigate against coordinator as attacker) [D2.1:9.2.2], 
[D2.5:5.4.3] 

○ Synthetic Data Generation (e.g. Nowok et al. 2016; Patki et al.  
2016) [D2.3:2, 7] 

○ Data anonymisation [D2.5:5.4.1] 
○ Black-box only access to model [D2.1:8.4] 
○ Reduction of information content of model output  

  

4) Risk analysis and 
evaluation (after 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(2) (3) (6) 

  

5) Risk treatment / 
Proportionality of 
risk / Future 
measures 

Through implementing the measures documented above an acceptable level of re-
sidual risk can be achieved. The risk management process must be continued 
throughout further development and deployment of the FeatureCloud system. 
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9.3.14 Data exfiltration 

1) Risk identification 

  

Risk description 

Data exfiltration via machine learning (ML) models refers to embedding information 
in the models or model updates, as described e.g. by (Song et al, 2017). It is vital 
that ML models trained on sensitive inputs (e.g., personal images or documents) not 
leak (too much) information about the training data. An operator of a machine learn-
ing model who supplies model-training code to the data holder, does not observe 
the training. An adversarial operator might then obtain white- or black-box access to 
the resulting model. If the algorithm is designed in such a way that it “memorizes” 
information about the training dataset, the operator can extract that information from 
the model. This attack is in some way similar to the model inversion attack, just with 
the differentiation that in this setting, the attacker is able to influence the amount and 
type of information embedded in the model. The attacker's goal is to let the model 
appear unsuspicious, i.e. train it to be as accurate and predictive as a conventionally 
trained model. Data exfiltration attacks therefore can cause a number of privacy 
threats e.g. disclosure of information or identifiability within LINDDUN categories. 
According to CVSS frameworks, the metric values are more restricted than previ-
ously mentioned attacks, as the attacker in this case is an operator of the model - 
the attacker requires some privileges and potentially also user interaction, therefore 
the score would be lower, with values of 5 being reasonable. [D2.1:8.4] 

Risk source 

● Coordinator 
● Outside attacker 

Risk cause 

● Successful data exfiltration attack [D.2.1: 8.4] 

Possible damage for data subjects 

● Material damage: Restrictions on the conclusion of contracts (e.g. adverse 
effects in insurance contracts). 

● Non-material damage: Mental health problems because of data disclosure, 
social and societal disadvantages (e.g. damage to reputation based on data 
disclosure). 
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2) Risk analysis and 
evaluation (before 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(4) (3) (12) 

  

3) Measures 

  

Measures 

● The key measure to prevent this risk is the certification process for apps 
[5.2.3]. App certification ensures on a case-by-case basis that effective 
measures are in place to prevent this.   

● Such measures can, inter alia, be the following, which are contained in the 
Deployment Manual in Annex I: 

○ Synthetic Data Generation (e.g. Nowok et al. 2016; Patki et al.  
2016) [D2.3:2, 7] 

○ Data anonymisation [D2.5:5.4.1] 
○ Black-box only access to model [D2.1:8.4] 
○ Reduction of information content of model output  
○ Use of a simpler model 
○ LSB sanitization [D2.5:5.4.4] 
○ Sign modification [D2.5:5.4.4] 
○ Activation Based Neuron Pruning [D2.5:5.4.4] 

  

4) Risk analysis and 
evaluation (after 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(2) (3) (6) 

  

5) Risk treatment / 
Proportionality of 
risk / Future 
measures 

Through implementing the measures documented above an acceptable level of re-
sidual risk can be achieved. The risk management process must be continued 
throughout further development and deployment of the FeatureCloud system. 
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9.3.15 Models leaking information about their training data in another 
way  

1) Risk identification 

  

Risk description 

Privacy risks in federated learning are mostly connected to models leaking infor-
mation about their training data. If the shared model updates, i.e. the data leaving 
the institution, are not sufficiently anonymous, attackers may be able to link the up-
dates back to individual users, thereby compromising their privacy  [D2.1:8.4]. Spe-
cific threats in this regard have already been described in the risks 9.3.10 to 9.3.13 
above. In the following, all other and possibly unknown ways to exfiltrate personal 
data from a local or the global model are covered. 

Such attacks can originate from outsiders but in particular a malicious coordinator is 
able to perform more targeted attacks against particular nodes (including attacks like 
membership inference, model inversion, attribute inference and others) (Orekondy 
et al. 2019). [D2.1:8.4.1] 

Risk source 

● Participant / Coordinator 
● Outside attacker 

Risk cause 

● Successful attack on model (other than those mentioned the 9.3.10 to 
9.3.13 above) and thereby caused exfiltration of personal data. 

Possible damage for data subjects 

● Material damage: Restrictions on the conclusion of contracts (e.g. adverse 
effects in insurance contracts) 

● Non-material damage: Mental health problems because of data disclosure, 
social and societal disadvantages (e.g. damage to reputation based on data 
disclosure). 
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2) Risk analysis and 
evaluation (before 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(4) (3) (12) 

  

3) Measures Measures 

● The key measure to prevent this risk is the certification process for apps 
[5.2.3]. App certification ensures on a case-by-case basis that effective 
measures are in place to prevent this.   

● Such measures can, inter alia, be the following, which are contained in the 
Deployment Manual in Annex I: 

○ Use of privacy enhancing techniques (Differential privacy or other 
noise addition methods) [D2.1:9.2.2], [D2.5:5.4.3] 

○ SMPC (mitigate against coordinator as attacker) [D2.1:9.2.2], 
[D2.5:5.4.3] 

○ Synthetic Data Generation (e.g. Nowok et al. 2016; Patki et al.  2016) 
[D2.3:2, 7] 

○ Data anonymisation [D2.5:5.4.1] 
○ Black-box only access to model [D2.1:8.4] 
○ Reduction of information content of model output  
○ Use of a simpler model 

  

4) Risk analysis and 
evaluation (after 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(2) (3) (6) 

  

5) Risk treatment / 
Proportionality of 
risk / Future 
measures 

Through implementing the measures documented above an acceptable level of re-
sidual risk can be achieved. The risk management process must be continued 
throughout further development and deployment of the FeatureCloud system. 
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9.3.16 Differential privacy breaches  

1) Risk identification 

  

Risk description 

Differential privacy techniques may be employed to preserve user privacy. However, 
if these techniques are not applied correctly or effectively, the desired privacy level 
might not be achieved, resulting in potential data exposure. Exemplarily the choice 
of privacy parameter Epsilon (ε) controls the level of noise added to the data to pro-
tect individual privacy. With larger epsilon values less noise is added to the data, 
resulting in weaker privacy protection but higher utility, as the data remains more 
accurate and useful for analysis. The choice of an actual privacy level by a data stew-
ard in regard to her business requirements is a non-trivial task (Lee et al. 2011). If 
epsilon is too large, the level of noise added may not be sufficient to protect privacy.  

Risk source 

● Participant / Coordinator 
● Outside attacker 

Risk cause 

● Execution of malicious applications 

Possible damage for data subjects 

● Material damage: Restrictions on the conclusion of contracts (e.g. adverse 
effects in insurance contracts) 

● Non-material damage: Mental health problems because of data disclosure, 
social and societal disadvantages (e.g. damage to reputation based on data 
disclosure). 
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2) Risk analysis and 
evaluation (before 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(3) 

Comment:  
The risk is only relevant in a 
setting where differential pri-
vacy is already in place as a 
measure.  

(3) 

 

(9) 

  

  

3) Measures 

 

Measures 

● Optimal choice of privacy parameter Epsilon (ε) [D.2.1:9.2.2] Guidance in 
this regard is provided by the FeatureCloud governance body (https://fea-
turecloud.ai/assets/developer_documentation/privacy_preserving_tech-
niques.html#parameter-guide-anchor) 

● Empirically perform attacks to test the setting 

  

4) Risk analysis and 
evaluation (after 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(2) (3) (6) 

  

5) Risk treatment / 
Proportionality of 
risk / Future 
measures 

Through implementing the measures documented above an acceptable level of re-
sidual risk can be achieved. The risk management process must be continued 
throughout further development and deployment of the FeatureCloud system. 
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9.3.17 Data leakage in distributed systems  

1) Risk identification 

 

Risk description 

As the federated FeatureCloud system is a form of distributed system, the associated 
attacks (which may not be specific to federated learning) may materialise. High-level 
threats include attacks such as eavesdropping or masquerading. One specific threat 
in the FeatureCloud approach is that of an attacker that manages to have a malicious 
application executed at the remote sites. [D2.1:7] 

Risk source 

● Participant / Coordinator 
● Outside attacker 

Risk cause 

● Eavesdropping (attack that tries to listen to private communication of other 
parties, without their consent) 

● Masquerading (attacker pretends to be an authorised user of a system to 
gain access to it. It can use stolen passwords and logins to gain unauthorised 
access through a legitimate access identification) 

Possible damage for data subjects 

● Material damage: Restrictions on the conclusion of contracts (e.g. adverse 
effects in insurance contracts) 

● Non-material damage: Mental health problems because of data disclosure, 
social and societal disadvantages (e.g. damage to reputation based on data 
disclosure). 

  

2) Risk analysis and 
evaluation (before 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(4) (3) (12) 
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3) Measures 

  

Measures 

● Strong authentication and authorisation mechanisms 
● Encryption of data storage and communication 
● Minimisation of data exchange and use of privacy enhancing techniques 

(DP, SMPC) as described in D2.1:9 
● Architectural Measures: FeatureCloud is designed in a way that neither the 

coordinator nor a participant can access personal data of other participants. 
● New participants must be actively informed that neither participants nor the 

coordinator need to obtain access to raw data at any stage and that asking 
for raw data or local models outside the predefined communication channels 
of the FeatureCloud platform is to be considered fraudulent (anti-phishing 
training). 

  

4) Risk analysis and 
evaluation (after 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(2) (3) (6) 

  

5) Risk treatment / 
Proportionality of 
risk / Future 
measures 

Through implementing the measures documented above an acceptable level of re-
sidual risk can be achieved. The risk management process must be continued 
throughout further development and deployment of the FeatureCloud system. 
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9.3.18 Denial of Service in distributed systems  

1) Risk identification 

  

Risk description 

Denial of service attacks (DoS) aim to reduce the availability of a system or other 
network resource and are designed to make a machine or network resource unavail-
able to its intended users (Hansman and Hunt 2005). Different targets can be distin-
guished. E.g. an individual user might be addressed, by deliberately entering a wrong 
password repeatedly to cause the victims account to be locked. Further, whole sys-
tems might be the target of the attack, trying to overload the capabilities of a machine 
or network to answer requests and thus to block all users at once. Attacks from a 
single source can relatively easily be identified and defended against, by e.g. block-
ing that source. Especially powerful are distributed denial of service attacks, where 
the attack comes from a larger number of attackers, and it is thus more difficult to 
handle all attackers. Such an attack is often performed using botnets, or by attacks 
that fool innocent systems into sending traffic to the target. [D2.1:7] 

Risk source 

● Participant / Coordinator 
● Outside attacker 

Risk cause 

● Successful denial of service attack 

Possible damage for data subjects 

● Non-material damage: Data subjects lose transparency and trust over how 
their data is used, suffer from unfair processing and restrictions on informa-
tional self-determination, in particular when DOS leads to (temporary) ina-
bility to withdraw consent. 
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2) Risk analysis and 
evaluation (before 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(3) 

 

(2) 

Comment:  Materialisa-
tion of this risk does 
not have an immediate 
effect thus can be 
overcome, and can 
only occur indirectly in 
extreme cases. 

(6) 

  

3) Measures 

  

Measures 

The following measures shall be implemented and have been documented in the 
deployment manual in Annex I: 

● The damage can be overcome, in particular the data subject can use other 
means of communication to withdraw consent, which must be provided any-
way (Art 13 (1) (a) GDPR). 

  

4) Risk analysis and 
evaluation (after 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(2) (2) (4) 

  

5) Risk treatment / 
Proportionality of 
risk / Future 
measures 

Through implementing the measures documented above an acceptable level of re-
sidual risk was achieved. The risk management process must be continued through-
out further development and deployment of the FeatureCloud system. 
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9.3.19 Data leakage through malicious app  

1) Risk identification 

  

Risk description 

Apps may be uploaded to the FeatureCloud “App Store”. These Apps are used by 
coordinators to set up projects. Bad actors may upload malicious apps. Such a ma-
licious app could either exfiltrate personal data bluntly in the form of a covert channel 
(cf. Zander, Armitage and Branch 2007), or could more subtly leak some personal 
data as part of its legitimate output which might be difficult to grasp. This would mean 
to hide the information to be transmitted along with the lawful communication about 
the model updates, and being able to extract that information afterwards. This can 
be seen as a form of steganography, which is a form of information hiding that con-
ceals the existence of the secret data hidden in a cover medium (the model updates). 
[D2.1:7] 

Risk source 

● Outside attacker (app developer) 
● Coordinator 

Risk cause 

● Execution of malicious applications which exfiltrate or leak data 

Possible damage for data subjects 

● Material damage: Restrictions on the conclusion of contracts (e.g. adverse 
effects in insurance contracts) 

● Non-material damage: Mental health problems because of data disclosure, 
social and societal disadvantages (e.g. damage to reputation based on data 
disclosure). 
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2) Risk analysis and 
evaluation (before 
mitigation)  

Probability of occurrence Severity of damage Risk assessment 

(3) 

Comment:  
While anyone can upload an 
app to the FeatureCloud 
“App store”, for the risk to 
manifest, a coordinator has 
to make use of the malicious 
app image. 

(3) 

Comment:  
Mere upload of a mali-
cious app does not 
have an immediate ef-
fect thus can be over-
come, yet the indirect 
effect may be severe. 

(9) 

  

  

3) Measures Measures 

● Certification process of apps and clear labelling of certified apps [5.2.3]. 
● Enforcement of certification as a strict requirement for practical use. 
● Multiple reviews per app.  
● Apply least significant bit pruning. 
● Automatic monitoring of the amount of data communicated over the network 

connection (O-Notation; sub-linear exchange quota) [D2.2:3.3.3], meeting 
KPI 3 [D2.5:5.2]. 

● Execution of FeatureCloud-Apps within a docker container (virtualisation). 

  

4) Risk analysis and 
evaluation (after 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(2) (3) (6) 

  

5) Risk treatment / 
Proportionality of 
risk / Future 
measures 

Through implementing the measures documented above an acceptable level of re-
sidual risk can be achieved. The risk management process must be continued 
throughout further development and deployment of the FeatureCloud system. 
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9.3.20 Data leakage at the local site (participant) 

1) Risk identification Risk description 

An attacker could find another way (than through uploading a malicious app to Fea-
tureCloud “App Store”, see above) to execute malicious code at the remote sites or 
is otherwise able to obtain unauthorised access to sensitive information there and 
is able to leak personal data.  

Risk source 

● Participant / Coordinator 
● Outside attacker 

Risk cause 

● Execution of malicious code 
● Identity disclosure, also known as re-identification, is typically acknowl-

edged as the most potent form of disclosure. This entails an attacker's ability 
to link an individual directly to a specific record. 

● Attribute disclosure enables an attacker to discover (precisely or approxi-
mately) the value of one or more attributes associated with an individual 
present in the targeted dataset. For instance, with some background 
knowledge on the individual, an attacker could learn details such as the 
medical diagnosis or salary of a person in the dataset. 

● Using membership disclosure, an attacker could, for instance, deduce 
whether an individual is part of a dataset by linking data from multiple 
sources. 

Possible damage for data subjects 

● Material damage: Restrictions on the conclusion of contracts (e.g. adverse 
effects in insurance contracts) 

● Non-material damage: Mental health problems because of data disclosure, 
social and societal disadvantages (e.g. damage to reputation based on data 
disclosure). 
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2) Risk analysis and 
evaluation (before 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(3) (3) (9) 

  

3) Measures Measures 

● Execution of FeatureCloud-Apps within a docker container (virtualisation). 

In addition the following recommendations shall be followed, which are contained in 
the Deployment Manual in Annex I: 

● Strong authentication and authorisation mechanisms, encryption of data 
storage and communication, and minimisation of data exchange. [D2.1:9] 

● Data fingerprinting [D2.5:5.4.2] 
● General IT security best practises and four eyes principle has to be ad-

hered to within the IT of the participant. As a guidance while eliciting and 
to achieve a large coverage of potential threats,  we employ NIST cyber-
security framework (https://www.nist.gov/cyberframework/frame-
work), OWASP (https://owasp.org/www-project-top-ten/#), LINDDUN 
(https://linddun.org/), STRIDE (https://owasp.org/www-commu-
nity/Threat_Modeling_Process) and ENISA (ENISA 2021) guidance docu-
ments (see in detail D2.1). 

● Use of privacy enhancing techniques (Input Differential privacy or other 
noise addition methods to the original data) [D2.5:5.4.6] 

● Synthetic Data Generation (e.g. Nowok et al. 2016; Patki et al.  2016) 
[D2.3:2, 7] 

● Data anonymisation techniques [D2.5:5.4.1] 

  

4) Risk analysis and 
evaluation (after 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(2) (3) (6) 

  

5) Risk treatment / 
Proportionality of 
risk / Future 
measures 

Through implementing the measures documented above an acceptable level of re-
sidual risk can be achieved. The risk management process must be continued 
throughout further development and deployment of the FeatureCloud system. 

https://www.nist.gov/cyberframework/framework
https://www.nist.gov/cyberframework/framework
https://owasp.org/www-project-top-ten/
https://linddun.org/
https://owasp.org/www-community/Threat_Modeling_Process
https://owasp.org/www-community/Threat_Modeling_Process
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9.3.21 Risks emanating from blockchain technologies 

1) Risk identification 

  

Risk description 

An underlying blockchain solution for managing patient consent has to ensure that 
after an audit-log record is recorded in the blockchain, it cannot be tampered with, 
be altered, or removed from the blockchain data structure anymore. At the same 
time it must be assured that no personal data is stored on the blockchain, otherwise 
the health status can be inferred. Designs, system characteristics, and assump-
tions that are indicative of unproven approaches for integrating blockchain technol-
ogies are not necessarily vulnerable, however there exists considerably less re-
search and experience, requiring additional diligence and careful protocol analysis 
to ensure correctness and security. [D6.1] 

Risk source 

● Participant / Coordinator 
● Outside attacker 

Risk cause 

● Vulnerabilities in the smart contracts 
● Inadequate security measures (weak access controls) 
● Lack of testing and quality assurance during development (config files, en-

dorsement policies) 
● Human error (intentional or unintentional), or majority attack 

Possible damage for data subjects 

● Material damage: Restrictions on the conclusion of contracts (e.g. adverse 
effects in insurance contracts) 

● Non-material damage: Mental health problems because of data disclosure, 
social and societal disadvantages (e.g. damage to reputation based on 
data disclosure); dysfunctional auditing mechanism may restrict data sub-
ject’s informational self-determination. 
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2) Risk analysis and 
evaluation (before 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(3) 

 

(3) 

Comment: Creat-
ing/updating/revoking 
patient consents would 
not be possible unless 
the private key of a pa-
tient  is stolen. 

(9) 

  

3) Measures 

 

Measures 

● The blockchain mechanism is intentionally designed in a way not to store 
personal data on the blockchain 

● Strong authentication, proof and authorisation mechanisms 
● Rigorous testing and validation of the blockchain solution, smart contracts 

and policies 
● Robust governance and increased number of peers and orderers 

  

4) Risk analysis and 
evaluation (after 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(2) (3) (6) 

  

5) Risk treatment / 
Proportionality of 
risk / Future 
measures 

Through implementing the measures documented above an acceptable level of re-
sidual risk was achieved. The risk management process must be continued through-
out further development and deployment of the FeatureCloud system. 
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9.3.22 Incorrect or inaccurate model due to differential privacy 

1) Risk identification 

  

Risk description 

Use of differential privacy in deep learning  may disproportionately affect the accu-
racy of the model, increasing the chance of false predictions when using the model. 
Exemplarily the accuracy of a model trained using differential privacy tends to de-
crease more on these classes and subgroups vs. the original, non-private model 
(Bagdasaryan and Shmatikov 2019). 

Risk source 

● Coordinator 

Risk cause 

● Incorrect application of differential privacy techniques  
● Application of differential privacy not appropriate for the machine learning 

method or incorrect addition of noise. 

Possible damage for data subjects 

● Physical damage: Bodily damage by incorrect medical treatment due to ap-
plication of incorrect or inaccurate model 

● Material damage: Restrictions on the conclusion of contracts (e.g. adverse 
effects in insurance contracts based on wrong diagnosis) 

● Non-material damage: Mental health problems because of wrong diagnosis; 
social and societal disadvantages (e.g. damage to reputation based on 
wrong diagnosis) 
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3) Measures  Measures 

The following measures shall be implemented and have been documented in the de-
ployment manual in Annex I: 

● Measurement (testing) of utility (accuracy) on some validation set. 
● Application of empirical risk minimization (ERM) algorithms, using them to 

“search” the space of privacy levels to find the empirically strongest one that 
meets the accuracy constraint (e.g. Ligett et al. 2017). 

● Results shall not be applied without human verification (by a doctor). 
● In case a traditional examination method shall be replaced by a predictive 

model, be particularly aware of the sensitivity of the model (rate of false neg-
atives). Calculate the absolute number of potential false negatives, put it into 
context and consider what this number means, how many cases the model 
will overlook and how this can be overcome. 

● Explainable AI / Human in the loop (Evaluation applications are consistently 
being uploaded to the FeatureCloud AppStore https://featurecloud.ai/). 

● The application of models trained through FeatureCloud to actual patients for 
treatment purposes most likely underlies the Regulation (EU) 2017/745 on 
Medical Devices (MDR) or the Regulation (EU) 2017/746 on in vitro diagnos-
tic medical devices (IVDR) and is therefore restricted by the patient’s safety 
provisions therein, what should be considered before use. 

  

4) Risk analysis and 
evaluation (after 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(1) 
Comment:  
In the medical domain with 
its regulations,  strict proce-
dures and involvement of 
doctors in every treatment 
decision, professional ethics 

(4)  (4) 

2) Risk analysis and 
evaluation (before 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(3) 
Comment:  
Damage occurs only if an in-
correct or inaccurate model 
is applied to a patient in the 
treatment context. 

(4) 
Comment:  
Damage to the body is 
possible. Comment: 
Damage to body or 
high material damage 
not possible. 

(12) 

https://featurecloud.ai/
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as well as guidelines that 
must be put in place are able 
to reduce the risk of unveri-
fied application of a result to 
a minimum. In addition, even 
the effects of incorrect medi-
cal treatment do not neces-
sarily lead to very severe 
damage and  can usually be 
overcome by countermeas-
ures. 

  

5) Risk treatment / 
Proportionality of 
risk / Future 
measures 

Through implementing the measures documented above an acceptable level of re-
sidual risk can be achieved. The risk management process must be continued 
throughout further development and deployment of the FeatureCloud system. 
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9.3.23 Unintended bias 

1) Risk identification 

 

Risk description 

Due to the decentralised nature of federated machine learning, certain participants 
may contribute lower quality or more biased data than others, resulting in biased or 
skewed results (e.g. Chang and Shokri 2023). This could potentially compromise the 
accuracy of the global model. Unintended model bias in machine learning refers to 
situations where a model systematically over- or under-estimates outcomes for cer-
tain groups based on certain characteristics or features. 

Risk source 

● Participant / Coordinator  
● Developer 
● Outside Attacker (injecting data) 

Risk cause 
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● The following categories of biases, while not exhaustive, constitute promi-
nent risks and vulnerabilities to consider when designing, developing, de-
ploying, evaluating, using, or auditing AI applications (Schwartz et al. 2022 
p6 ff): 

○ Systemic Bias: This arises from procedures and practices within in-
stitutions that result in certain social groups being favoured or disad-
vantaged. It may not necessarily involve conscious prejudice, but 
rather the majority following existing norms. Examples include insti-
tutional racism and sexism, as well as limitations for individuals with 
disabilities due to infrastructures not designed with universal acces-
sibility in mind. 

○ Statistical and Computational Bias: These biases result from errors 
when the sample used is not representative of the entire population. 
They arise from systematic, non-random errors and can occur with-
out any intentional discrimination. In AI systems, this type of bias can 
be found in datasets and algorithmic processes, especially when al-
gorithms are trained on limited or specific types of data. 

○ Human Bias: This stems from systematic errors in human thinking 
based on simplified judgmental principles. These biases are often 
implicit and can affect how individuals or groups interpret infor-
mation, make decisions, or fill in missing data. They are pervasive in 
decision-making processes across the AI lifecycle. Examples in-
clude cognitive and perceptual biases, which are fundamental as-
pects of human thinking. These biases can be both helpful (as men-
tal shortcuts) and problematic (leading to cognitive biases). 

● Deliberate input of biased data: Arbitrarily selected or fake data gets consid-
ered or eligible data is intentionally excluded to influence the results. 

● In addition, the fact that federated learning provides only indirect access to 
the data complicates the discovery of bias and makes it more likely that low-
quality data worsens the quality of the global model. 

Possible damage for data subjects 

● Physical damage: Bodily damage by incorrect medical treatment due to ap-
plication of incorrect or inaccurate model 

● Material damage: Restrictions on the conclusion of contracts (e.g. adverse 
effects in insurance contracts based on wrong diagnosis) 

● Non-material damage: Mental health problems because of wrong diagnosis; 
social and societal disadvantages (e.g. damage to reputation based on 
wrong diagnosis) 
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2) Risk analysis and 
evaluation (before 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(3) 

Comment:  
Damage occurs only if an in-
correct or inaccurate model 
is applied to a patient in the 
treatment context. 

(4) 

 

(12) 

  

3) Measures Measures 

The following measures shall be implemented and have been documented in the de-
ployment manual: 

● Measurement (testing) of utility (accuracy) on some validation set. 
● Application of empirical risk minimization (ERM) algorithms, using them to 

“search” the space of privacy levels to find the empirically strongest one that 
meets the accuracy constraint (e.g. Ligett et al. 2017). 

● Results shall not be applied without human verification (by a doctor). 
● In case a traditional examination method shall be replaced by a predictive 

model, be particularly aware of the sensitivity of the model (rate of false neg-
atives). Calculate the absolute number of potential false negatives, put it into 
context and consider what this number means, how many cases the model 
will overlook and how this can be overcome. 

● Explainable AI / Human in the loop (Evaluation applications are consistently 
being uploaded to the FeatureCloud AppStore https://featurecloud.ai/) 

● The application of models trained through FeatureCloud to actual patients for 
treatment purposes most likely underlies the Regulation (EU) 2017/745 on 
Medical Devices (MDR) or the Regulation (EU) 2017/746 on in vitro diagnos-
tic medical devices (IVDR) and is therefore restricted by the patient’s safety 
provisions therein, what should be considered before use. 

● Definition of mandatory time cycles for evaluation and address biases in the 
training data and model predictions. 

● General IT security best practises and four eyes principle has to be adhered 
to within the IT of the participant. As a guidance while eliciting and to 
achieve a large coverage of potential threats,  we employ NIST cyberse-
curity framework (https://www.nist.gov/cyberframework/framework), 
OWASP (https://owasp.org/www-project-top-ten/#), LINDDUN 
(https://linddun.org/), STRIDE (https://owasp.org/www-commu-
nity/Threat_Modeling_Process) and ENISA (ENISA 2021) guidance docu-
ments (see in detail D2.1). 

● Harmonization of the examination setup for data collection in cooperation 
with the coordinator. 

● Assessment of what data is needed to ensure a representative, reliable and 
relevant training dataset and perform training on that data. 

● Require checks of the local data on the local level. 

https://featurecloud.ai/
https://www.nist.gov/cyberframework/framework
https://owasp.org/www-project-top-ten/
https://linddun.org/
https://owasp.org/www-community/Threat_Modeling_Process
https://owasp.org/www-community/Threat_Modeling_Process
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4) Risk analysis and 
evaluation (after 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(1) 

Comment: 
In the medical domain with 
its regulations,  strict proce-
dures and involvement of 
doctors in every treatment 
decision, professional ethics 
as well as guidelines that 
must be put in place are able 
to reduce the risk of unveri-
fied application of a result to 
a minimum. In addition, even 
the effects of incorrect medi-
cal treatment do not neces-
sarily lead to very severe 
damage and can usually be 
overcome by countermeas-
ures.  

(4) 

 

(4) 

  

5) Risk treatment / 
Proportionality of 
risk / Future 
measures 

Through implementing the measures documented above an acceptable level of re-
sidual risk can be achieved. The risk management process must be continued 
throughout further development and deployment of the FeatureCloud system. 
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9.3.24 Incorrect model due to malicious apps 

1) Risk identification Risk description 

Applications may be uploaded to the FeatureCloud “App Store”. These Apps are 
used by coordinators to set up projects. Bad actors may upload malicious apps. Such 
malicious apps may intentionally or by mistake negatively  affect the accuracy of the 
model, increasing the chance of false predictions when using the model. For exam-
ple the coordinator can craft a model that will always yield the result that the coordi-
nator wants, regardless of the input or only aggregates selected results of the feder-
ated learning. 

Risk source 

● Outside attacker (application developer) 
● Coordinator 

Risk cause 

● Execution of described malicious applications 

Possible damage for data subjects 

● Physical damage: Bodily damage by incorrect medical treatment due to ap-
plication of incorrect or inaccurate model 

● Material damage: Restrictions on the conclusion of contracts (e.g. adverse 
effects in insurance contracts based on wrong diagnosis) 

● Non-material damage: Mental health problems because of wrong diagnosis; 
social and societal disadvantages (e.g. damage to reputation based on 
wrong diagnosis) 
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2) Risk analysis and 
evaluation (before 
mitigation)  

Probability of occurrence Severity of damage Risk assessment 

(3) 

Comment: 
While anyone can upload an 
app to the FeatureCloud 
“App store”, for the risk to 
manifest a coordinator has 
to make use of the malicious 
app image. In addition, dam-
age occurs only if an incor-
rect or inaccurate model is 
applied to a patient in the 
treatment context. 

(4) 

 

(12) 

  

  

3) Measures Measures 

The following measures shall be implemented and have been documented in the de-
ployment manual: 

● Certification process of apps and clear labelling of certified apps [5.2.3] and 
preferred choice of such apps during project setup. 

● Measurement (testing) of utility (accuracy) on some validation set. 
● Application of empirical risk minimization (ERM) algorithms, using them to 

“search” the space of privacy levels to find the empirically strongest one that 
meets the accuracy constraint (e.g. Ligett et al. 2017). 

● Results shall not be applied without human verification (by a doctor). 
● In case a traditional examination method shall be replaced by a predictive 

model, be particularly aware of the sensitivity of the model (rate of false neg-
atives). Calculate the absolute number of potential false negatives, put it into 
context and consider what this number means, how many cases the model 
will overlook and how this can be overcome. 

● Explainable AI / Human in the loop (Evaluation applications are consistently 
being uploaded to the FeatureCloud AppStore https://featurecloud.ai/) 

● The application of models trained through FeatureCloud to actual patients for 
treatment purposes most likely underlies the Regulation (EU) 2017/745 on 
Medical Devices (MDR) or the Regulation (EU) 2017/746 on in vitro diagnos-
tic medical devices (IVDR) and is therefore restricted by the patient’s safety 
provisions therein, what should be considered before use. 

● Definition of mandatory time cycles for evaluation. 
● General IT security best practises and four eyes principle has to be adhered 

to within the IT of the participant. As a guidance while eliciting and to achieve 

https://featurecloud.ai/
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a large coverage of potential threats, we employ NIST cybersecurity 
framework (https://www.nist.gov/cyberframework/framework), 
OWASP (https://owasp.org/www-project-top-ten/#), LINDDUN 
(https://linddun.org/), STRIDE (https://owasp.org/www-commu-
nity/Threat_Modeling_Process) and ENISA (ENISA 2021) guidance docu-
ments (see in detail D2.1). 

● Harmonization of the examination setup for data collection in cooperation 
with the coordinator. 

● Assessment of what data is needed to ensure a representative, reliable and 
relevant training dataset and perform training on that data. 

● Require checks of the local data on the local level. 

  

4) Risk analysis and 
evaluation (after 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(1) 

Comment:  
In the medical domain with 
its regulations, strict proce-
dures and involvement of 
doctors in every treatment 
decision, professional ethics 
as well as guidelines that 
must be put in place are able 
to reduce the risk of unveri-
fied application of a result to 
a minimum. In addition, even 
the effects of incorrect medi-
cal treatment do not neces-
sarily lead to very severe 
damage and  can usually be 
overcome by countermeas-
ures.  

(4) (4) 

  

5) Risk treatment / 
Proportionality of 
risk / Future 
measures 

Through implementing the measures documented above an acceptable level of re-
sidual risk was achieved. The risk management process must be continued through-
out further development and deployment of the FeatureCloud system. 

 
 

https://www.nist.gov/cyberframework/framework
https://owasp.org/www-project-top-ten/
https://linddun.org/
https://owasp.org/www-community/Threat_Modeling_Process
https://owasp.org/www-community/Threat_Modeling_Process
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9.3.25 Model drift 

1) Risk identification Risk description 

The fundamental assumption in machine learning is that the patterns the model 
learns from the historical data (training data) will hold true for the new, unseen data 
(test or future data). However, this assumption may not hold true in a dynamic envi-
ronment where patterns can shift and evolve over time. This can lead to model drift, 
impacting the overall performance and learning system. It poses particular chal-
lenges for federated learning, because drifts arise staggered in time and space 
(across clients) (Jothimurugesan et al. 2022). 

Risk source 

● Participant / Coordinator 

Risk cause 

● Training data no longer being relevant or adequate. 
● Undetected model drift is caused by irregular system testing or by Non-

meaningful human review due to a lack of training for human reviewers to 
interpret and challenge outputs made by an AI system. 

Possible damage for data subjects 

● Physical damage: Bodily damage by incorrect medical treatment due to ap-
plication of incorrect or inaccurate model 

● Material damage: Restrictions on the conclusion of contracts (e.g. adverse 
effects in insurance contracts based on wrong diagnosis) 

● Non-material damage: Mental health problems because of wrong diagnosis; 
social and societal disadvantages (e.g. damage to reputation based on 
wrong diagnosis) 
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2) Risk analysis and 
evaluation (before 
mitigation) 

 

Probability of occurrence Severity of damage Risk assessment 

(3) 

Comment: 
Damage occurs only if an in-
correct or inaccurate model 
is applied to a patient in the 
treatment context. 

(4) 

 

(12) 

  

  

3) Measures Measures 

The following measures shall be implemented and have been documented in the 
deployment manual: 

● Document and define a testing regime to occur at regular intervals to detect 
and correct model drift in appropriate timeframes.  

● Document and define measures to ensure human review remains meaning-
ful (e.g. periodically test whether a human reviewer identifies an intentionally 
inaccurate decision). 

● Measurement (testing) of utility (accuracy) on some validation set. 
● Application of empirical risk minimization (ERM) algorithms, using them to 

“search” the space of privacy levels to find the empirically strongest one that 
meets the accuracy constraint (e.g. Ligett et al. 2017). 

● Results shall not be applied without human verification (by a doctor). 
● In case a traditional examination method shall be replaced by a predictive 

model, be particularly aware of the sensitivity of the model (rate of false neg-
atives). Calculate the absolute number of potential false negatives, put it into 
context and consider what this number means, how many cases the model 
will overlook and how this can be overcome. 

● Explainable AI / Human in the loop (Evaluation applications are consistently 
being uploaded to the FeatureCloud AppStore https://featurecloud.ai/) 

● The application of models trained through FeatureCloud to actual patients 
for treatment purposes most likely underlies the Regulation (EU) 2017/745 
on Medical Devices (MDR) or the Regulation (EU) 2017/746 on in vitro diag-
nostic medical devices (IVDR) and is therefore restricted by the patient’s 
safety provisions therein, what should be considered before use. 

● Definition of mandatory time cycles for evaluation and address biases in the 
training data and model predictions. 

● General IT security best practises and four eyes principle has to be adhered 
to within the IT of the participant. 

● Harmonization of the examination setup for data collection in cooperation 
with the coordinator. 

● Assessment of what data is needed to ensure a representative, reliable and 
relevant training dataset and perform training on that data. 

● Require checks of the local data on the local level. 

  

https://featurecloud.ai/


 

D8.7 - Report on Data Protection Impact Assessment 
  

 
 

 

 
 
This project has received funding from the European Union’s Horizon 2020 research 
and innovation programme under grant agreement No 826078. 

 
Page 125 of 144 

 

4) Risk analysis and 
evaluation (after 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(1) 

Comment: 
In the medical domain with 
its regulations,  strict proce-
dures and involvement of 
doctors in every treatment 
decision, professional ethics 
as well as guidelines that 
must be put in place are able 
to reduce the risk of unveri-
fied application of a result to 
a minimum. In addition, even 
the effects of incorrect medi-
cal treatment do not neces-
sarily lead to very severe 
damage and  can usually be 
overcome by countermeas-
ures.  

(4) 

 

(4) 

  

5) Risk treatment / 
Proportionality of 
risk / Future 
measures 

Through implementing the measures documented above an acceptable level of re-
sidual risk was achieved. The risk management process must be continued through-
out further development and deployment of the FeatureCloud system. 
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9.3.26 Wrongful application or interpretation of outputs 

1) Risk identification Risk description 

The application of federated learning models can present certain risks if not carried 
out appropriately. These risks often arise due to a misunderstanding of the model's 
capabilities, its limitations, or the context in which it should be applied. In particular 
these risks arise when the model is applied to cases for which it was not developed 
(e.g. model was trained to detect diabetes type 2 and is applied to detect diabetes 
type 1). 

Risk source 

● Participant / Coordinator 
● User of a Model (who applies the model for diagnostic purposes) 

Risk cause 

● In federated learning, different nodes could have different amounts of data, 
and this data may vary in quality and relevance. If these imbalances are not 
addressed, they can introduce bias and inaccuracies in the global model. 

● The model trained in federated learning is a global model that generalises 
across all local data. If it is directly used for specific local predictions without 
considering the unique characteristics of local data, it can lead to poor per-
formance or misleading results. 

● Federated learning models, like other machine learning models, can be com-
plex and difficult to interpret. If they're applied in high-stakes areas without a 
clear understanding of how they make predictions, this can lead to inappro-
priate decisions and outcomes. 

● All these limitations - if not well understood - may be the cause of damage. 

Possible damage for data subjects 

● Physical damage: Bodily damage by incorrect medical treatment due to ap-
plication of incorrect or inaccurate model. 

● Material damage: Restrictions on the conclusion of contracts (e.g. adverse 
effects in insurance contracts based on wrong diagnosis) 

● Non-material damage: Mental health problems because of wrong diagnosis; 
social and societal disadvantages (e.g. damage to reputation based on wrong 
diagnosis) 

  



 

D8.7 - Report on Data Protection Impact Assessment 
  

 
 

 

 
 
This project has received funding from the European Union’s Horizon 2020 research 
and innovation programme under grant agreement No 826078. 

 
Page 127 of 144 

 

2) Risk analysis and 
evaluation (before 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(3) 

Comment:  
Damage occurs only if an in-
correct or inaccurate model 
is applied to a patient in the 
treatment context. 

(4) 

Comment:  
Damage to body possi-
ble 

(12) 

 

  

3) Measures Measures 

The following measures shall be implemented and have been documented in the de-
ployment manual: 

● Document and define measures to ensure human review remains meaningful 
(e.g. periodically test whether a human reviewer identifies an intentionally in-
accurate decision). 

● Testing of model limitation. 
● Training of users, stakeholders, and decision-makers on the limitations of 

the model and the potential risks associated with misinterpretation. 
● Assessment of  the model's robustness to variations in input data. 
● Results shall not be applied without human verification (by a doctor). 
● In case a traditional examination method shall be replaced by a predictive 

model, be particularly aware of the sensitivity of the model (rate of false neg-
atives). Calculate the absolute number of potential false negatives, put it into 
context and consider what this number means, how many cases the model 
will overlook and how this can be overcome. 

● Explainable AI / Human in the loop (Evaluation applications are consistently 
being uploaded to the FeatureCloud AppStore https://featurecloud.ai/) 

● The application of models trained through FeatureCloud to actual patients for 
treatment purposes most likely underlies the Regulation (EU) 2017/745 on 
Medical Devices (MDR) or the Regulation (EU) 2017/746 on in vitro diagnos-
tic medical devices (IVDR) and is therefore restricted by the patient’s safety 
provisions therein, what should be considered before use. 

● Definition of mandatory time cycles for evaluation of model limitations. 
● General IT security best practises and four eyes principle has to be adhered 

to within the IT of the participant. As a guidance while eliciting and to 
achieve a large coverage of potential threats, we employ NIST cybersecu-
rity framework (https://www.nist.gov/cyberframework/framework), 
OWASP (https://owasp.org/www-project-top-ten/#), LINDDUN 
(https://linddun.org/), STRIDE (https://owasp.org/www-commu-
nity/Threat_Modeling_Process) and ENISA (ENISA 2021) guidance docu-
ments (see in detail D2.1). 

https://featurecloud.ai/
https://www.nist.gov/cyberframework/framework
https://owasp.org/www-project-top-ten/
https://linddun.org/
https://owasp.org/www-community/Threat_Modeling_Process
https://owasp.org/www-community/Threat_Modeling_Process
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● Harmonization of the examination setup for data collection in cooperation with 
the coordinator. 

● Assessment of what data is needed to ensure a representative, reliable and 
relevant training dataset and perform training on that data. 

● Require checks of the local data on the local level. 
● Provision of uncertainty estimates along with model predictions to convey the 

level of confidence in the output. 

  

4) Risk analysis and 
evaluation (after 
mitigation) 

Probability of occurrence Severity of damage Risk assessment 

(2) (3) 

Comment:  
Human oversight can 
mitigate most severe 
damage. 

(6) 

  

5) Risk treatment / 
Proportionality of 
risk / Future 
measures 

Through implementing the measures documented above an acceptable level of resid-
ual risk was achieved. The risk management process must be continued throughout 
further development and deployment of the FeatureCloud system. 
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10 Open issues 
As emphasized in the methodology section above, the present report is methodologically structured 
on the basis of a data protection impact assessment in accordance with Article 35 of the GDPR. 
Since the circumstances of the use of the developed systems are not known in detail a specific DPIA 
on the basis of this report has to be conducted before actual use of FeatureCloud by the respective 
controllers. 
 
This is especially relevant for choosing a legal basis and provision for data subject rights where 
actual legal requirements here may particularly vary on national level and have to be analysed before 
actual deployment. 
 
11 Conclusion 
This report has accomplished several objectives and serves several purposes crucial for the deploy-
ment and use of the FeatureCloud platform and app store beyond the official conclusion of the Fea-
tureCloud H2020 research project by the end of 2023 and is meant to serve as the major guidance 
document for the different stakeholders deploying and using FeatureCloud as follows: 

It describes the FeatureCloud system extensively in a way stakeholders with various backgrounds 
should be able to understand. On this basis, this report analyses the results of applying data protec-
tion law and the proposed AI Act to this system. Roles of different stakeholders are defined and legal 
admissibility is analysed. What follows is the centrepiece of this report, the risk analysis including 
the identified mitigation measures. This is the result of a process of identifying and analysing risks 
and identifying appropriate mitigation measures which has been carried out throughout the Feature-
Cloud research project from the beginning. Finally, in Annex I of this report, those risk mitigation 
measures and respective recommendations are compiled which by their nature go beyond what was 
possible to implement already during the development stage following a privacy-by-design approach 
but can only be put into practice by the respective stakeholders during the different phases of an 
actual study. 

Thus, the present document, compiling a lot of knowledge developed in the FeatureCloud project in 
the form of a DPIA report compliant with Article 35 GDPR, contains everything, which could be col-
lected and analysed until the end of the FeatureCloud project, i.e. end of 2023, that is necessary for 
conducting a DPIA for the actual use of FeatureCloud in a particular use case. By extending it in 
relation to the circumstances of the individual case a well-founded DPIA for the specific use case 
can be conducted relatively quickly. 

The major finding documented in this deliverable is two-fold: It could be demonstrated that federated 
learning leads to the claimed privacy and security gain and that additional privacy and security risks 
which are not mitigated by the federated approach have been dealt with or can be dealt with appro-
priately. According to the risk analysis, when the results of the FeatureCloud project are applied 
properly, no unmitigated high risks remain: The identified risk mitigation measures, which are either 
already implemented in FeatureCloud as far as this has been possible by their nature or are other-
wise included in the FeatureCloud deployment manual, are able to reduce all identified risks to a 
level below the critical threshold (“high” according to Article 35 GDPR). Therefore, it can be con-
cluded that the federated FeatureCloud approach is able to achieve the gain in privacy and security 
which is the reason why it has been chosen. 
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Deliverable Report D2.2 – KPIs and metrics for local execution platforms 

Deliverable Report D2.3 – Working PAML-Layer with low distortion 

Deliverable Report D3.6 - Manuscript on risk management 

Deliverable Report D6.1 – Local blockchain mechanism 

Deliverable Report D7.2 – App store ready and extendible by developers 

  

https://eprints.whiterose.ac.uk/151333/
https://www.zotero.org/google-docs/?GngI4N
https://www.zotero.org/google-docs/?GngI4N
https://doi.org/10.1109/COMST.2007.4317620
https://www.zotero.org/google-docs/?GngI4N
https://featurecloud.eu/wp-content/uploads/2020/10/D2.1_Risk-assessment_methodology_Revised_Final.pdf
https://featurecloud.eu/wp-content/uploads/2020/10/D2.2_KPIs_metrics_for_local_executions_platforms_Revised_Final.pdf
https://featurecloud.eu/wp-content/uploads/2021/09/D2.3_Working_PAML_Layer_final.pdf
https://featurecloud.eu/wp-content/uploads/2022/07/FeatureCloud_D3.6_FINAL_Website.pdf
https://featurecloud.eu/wp-content/uploads/2021/01/D6.1_Local_blockchain_mechanism.pdf
https://featurecloud.eu/wp-content/uploads/2021/01/D7.2_App_store_ready_and_extendible_by_developers.pdf
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Annex I: FeatureCloud Deployment Manual 
The FeatureCloud Deployment Manual is a collection of measures and recommendations developed 
throughout the FeatureCloud research project for different stakeholders who will use FeatureCloud 
in practice after the official end of the research project. These measures and recommendations by 
their nature go beyond what was possible to implement already during the development stage fol-
lowing a privacy-by-design approach. They can only be put into practice by the respective stake-
holders in the respective phase of a study. The risk assessment above is based on the premise that 
the different stakeholders involved follow these recommendations and implement these measures. 
 
The Deployment Manual is structured along the different roles of stakeholders using FeatureCloud 
in practice and along the different phases of a study. Measures relevant to more than one stake-
holder role are intentionally listed in full for each respective role in order to provide all relevant infor-
mation for a particular role together in one chapter. The role of the app developer is not related to 
deployment in the same way as the roles of participant, coordinator and model user described in the 
following. Guidance for app developers is therefore kept separate and can be found in chapter 5.2.7 
and in particular at https://featurecloud.ai/assets/developer_documentation/, including detailed in-
structions for using privacy-preserving techniques. 
 
The measures and recommendations are in this manual deliberately kept as short as possible. A 
comprehensive body of information for the deployment of FeatureCloud from the functioning of the 
system and its different elements to legal admissibility and in particular potential risks and mitigation 
measures, among other aspects, is the present Report on Data Protection Impact Assessment as a 
whole. Further details can be found in the FeatureCloud deliverables referenced in square brackets 
in the following format [<deliverable number>:<section  number>].  
 
We highly recommend comprehensively reading and following the FeatureCloud deliverables on 
quality management [D3.2], software life cycle [D3.4], risk management [D3.6], and usability [D3.8]. 
These guidelines introduce methodologies on which participants can adhere to different parts of 
development and deployment in a standardised manner. 
 
Technical deployment will be explained in the final section below, after the following crucial measures 
and requirements for preventing potential risks that could emerge from deployment and use of Fea-
tureCloud.  
 
1. Participant 

1.1 Before participation tokens are sent out 

1.1.1  Information duties 
● Participants must provide precise information on means and purposes of processing to the 

data subjects and the other mandatory points of Art 13 GDPR. In case of consent, data sub-
jects must be informed about alternative means of communication to withdraw consent. 

● Joint controller agreements shall clearly state which party is responsible for providing infor-
mation.  

● Whenever an application is planned to get placed in a medical context, the participants 
should be fully aware of the intended use of the application. The intended use definition 
should include the medical context, primary user audience, patient group, and use environ-
ment as specific as possible [D3.6:3.3.2][D3.8:4.3]. 

● Participants must be aware that neither participants nor the coordinator need to obtain access 
to raw data (of other participants) at any stage and that asking for raw data or local models 

https://featurecloud.ai/assets/developer_documentation/
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outside the predefined communication channels of the FeatureCloud platform is to be con-
sidered fraudulent. 

1.1.2  Contractual duties 
● An adequate joint controllership agreement (Art 26 GDPR) must have been concluded be-

tween the participant and the coordinator. 
 
1.1.3  Lawfulness and purpose limitation 
In order to adhere to the data protection principles of lawfulness and purpose limitation, the following 
measures need to be taken (ICO 2022): 

● Consultation with experts to ensure that the data to be included in a project is appropriate 
and adequate. 

● Assessment and specification of legal basis for data processing. 
● Documentation of purpose(s) for using personal data at each stage of the processing lifecy-

cle. Assessment whether they are compatible with the originally defined purpose, and sched-
ule reviews for reassessment. 

● Documentation of the data collected to train the system. Assessment whether it is accurate, 
adequate, relevant, and limited to the specified purpose(s). 

● Reassessment and documentation of what data is necessary, adequate, and relevant for 
training and testing the system. Consideration of the trade-off between data minimisation and 
statistical accuracy.  
 

1.1.4  General IT security measures 
● General IT security best practises and four eyes principle has to be adhered to within the IT 

of the hospital. As a guidance while eliciting and to achieve a large coverage of potential 
threats, we recommend NIST cybersecurity framework (https://www.nist.gov/cyberframe-
work/framework), OWASP (https://owasp.org/www-project-top-ten/#),  LINDDUN 
(https://linddun.org/), STRIDE (https://owasp.org/www-community/Threat_Modeling_Pro-
cess) and ENISA (ENISA 2021) guidance documents (see in detail D2.1 and D2.5).  

● Minimise the need/involvement of (sub-)processors: The FeatureCloud system is designed 
in order to run locally at any participant involved and that the local components can be pro-
vided to each participant by FeatureCloud. Therefore, no (sub-)processors need to be in-
volved. 

 
1.2 Before training starts 

1.2.1  Attack prevention 
In order to prevent attacks on the machine learning model [D2.1:8.3], in particular poisoning attacks 
and evasion attacks, the following recommendations shall be followed: 

● Filtering methods for the input (Y. Liu, Xie, and Srivastava 2017) [D2.1:9.2.1] 
● Pruning the network (K. Liu, Dolan-Gavitt, and Garg 2018) [D2.1:9.2.1] 
● Modifying training samples, model structure or combining the model with other models (Pa-

pernot et al. 2016) [D2.1:9.2.1] 
To prevent membership inference attacks, the following recommendations shall be followed: 

● Use of privacy enhancing techniques (Differential privacy or other noise addition methods) 
[D2.1:9.2.2] 

https://www.nist.gov/cyberframework/framework
https://www.nist.gov/cyberframework/framework
https://owasp.org/www-project-top-ten/
https://linddun.org/
https://owasp.org/www-community/Threat_Modeling_Process
https://owasp.org/www-community/Threat_Modeling_Process
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● Optimal choice of privacy parameter Epsilon (ε) [D.2.1:9.2.2] Guidance in this regard is pro-
vided by FeatureCloud  (https://featurecloud.ai/assets/developer_documentation/pri-
vacy_preserving_techniques.html#parameter-guide-anchor) 

● SMPC (mitigate against coordinator as attacker) [D2.1:9.2.2] 
● Synthetic Data Generation (e.g. Nowok et al. 2016; Patki et al.  2016 ) [D2.3:2, 7] 
● Black-box only access to model  [D2.1:8.4] 
● Model output contains less information 
● Adversarial Regularization, Early Stopping (Tang et. al (2021)) 

General Measures to prevent attacks: 

● Automatic monitoring of the amount of data communicated over the network connection (O-
Notation; sub-linear exchange quota) [D2.2:3.3.3] 

● Strong authentication and authorisation mechanisms, encryption of data storage and com-
munication, and minimisation of data exchange. [D2.1:9] 

● Data anonymisation [D2.5:5.4.1] 
● LSB sanitization [D2.5:5.4.4] 
● Sign modification [D2.5:5.4.4] 
● Activation Based Neuron Pruning [D2.5:5.4.4] 
● Data fingerprinting [D2.5:5.4.2] 

 
1.2.2  Use of logging mechanism 

● The blockchain-based auditing mechanism [D6.1 - D6.5] or an equivalent mechanism must 
be used, that logs which data has been used for which purpose by whom. 

● Participants must be contractually obliged to use the logging mechanism, that logs which 
data has been used for which purpose by whom and actual audits must be carried out. 

 
1.2.3  Prevention of AI-related risks 

● Harmonization of the examination setup for data collection in cooperation with the coordinator 
● Assessment of what data is needed to ensure a representative, reliable and relevant training 

dataset and perform training on that data. 
● Checks of the local data on the local level 
● Definition of mandatory time cycles for evaluation 

 
1.3 Continuously 

1.3.1  Use of logging mechanism and performance of audits 
● The blockchain-based auditing mechanism [D6.1 - D6.5] or an equivalent mechanism must 

be used, that logs which data has been used for which purpose by whom. 
● Participants must be contractually obliged to use the logging mechanism, that logs which 

data has been used for which purpose by whom and actual audits must be carried out. 
 
1.3.2  Revocation unobservability 

● The attending physician/doctor treating the data subject or the doctor who recruited the data 
subject for a study should not be able to know that the data subject withdrew consent regard-
ing the use of her data for training. This in turn also mitigates the harm of pressure to consent 
in the first place as consent can truly be withdrawn freely. The blockchain-based consent 
management solution is designed in order to provide revocation unobservability [D6.5:6.2.1], 
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but it also depends on the individual implementation in the hospital, in particular if the consent 
management is paper-based there.  

 
2. Coordinator 

2.1 Before apps are selected 

2.1.1  Attack prevention 
In order to prevent attacks on the machine learning model [D2.1:8.3], in particular poisoning attacks 
and evasion attacks, the following recommendations shall be followed: 

● Use of simpler machine learning methods less susceptible to such attacks and/or make such 
attacks being recognized more easily.  

● Filtering methods for the input (Y. Liu, Xie, and Srivastava 2017) [D2.1:9.2.1] 
● Pruning the network (K. Liu, Dolan-Gavitt, and Garg 2018) [D2.1:9.2.1] 
● Modifying training samples, model structure or combining the model with other models (Pa-

pernot et al. 2016) [D2.1:9.2.1] 
To prevent membership inference attacks, the following recommendations shall be followed: 

● Use of privacy enhancing techniques (Differential privacy or other noise addition methods) 
[D2.1:9.2.2]  

● Optimal choice of privacy parameter Epsilon (ε) [D.2.1:9.2.2] Guidance in this regard is pro-
vided by FeatureCloud  (https://featurecloud.ai/assets/developer_documentation/pri-
vacy_preserving_techniques.html#parameter-guide-anchor) 

● SMPC (mitigate against coordinator as attacker) [D2.1:9.2.2] 
● Synthetic Data Generation (e.g. Nowok et al. 2016; Patki et al.  2016 ) [D2.3:2, 7] 
● Black-box only access to model  [D2.1:8.4] 
● Model output contains less information 
● Adversarial Regularization, Early Stopping (Tang et. al (2021)) 
● Use of a  simpler model 
● Data anonymisation [D2.5:5.4.1] 
● LSB sanitization [D2.5:5.4.4] 
● Sign modification [D2.5:5.4.4] 
● Activation Based Neuron Pruning [D2.5:5.4.4] 

General Measures to prevent attacks: 

● Automatic monitoring of the amount of data communicated over the network connection (O-
Notation; sub-linear exchange quota) [D2.2:3.3.3] (and other KPIs?) 

● As a guidance while eliciting and to achieve a large coverage of potential threats, we em-
ploy LINDDUN (https://linddun.org/), STRIDE (https://owasp.org/www-commu-
nity/Threat_Modeling_Process) and ENISA (ENISA 2021) guidance documents (see in de-
tail D2.1). 

● Minimise the need/involvement of (sub-)processors: The FeatureCloud system is designed 
in order to run locally. Therefore, no (sub-)processors need to be involved. 

 
2.1.2  Use of certified apps only 

● Apps which are not certified must not be used in practice. 
 

https://linddun.org/
https://owasp.org/www-community/Threat_Modeling_Process
https://owasp.org/www-community/Threat_Modeling_Process
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2.2 Before participation tokens are sent out 

2.2.1  Information duties 
● Participants must be informed about their duty to provide precise information on means and 

purposes of processing to the data subjects.  
● Joint controller agreements shall clearly state which party is responsible for providing infor-

mation. Most importantly, the coordinator as the party being in control of the means of pro-
cessing must enable the participants to inform the data subjects about the processing. 

● New participants must be actively informed that neither participants nor the coordinator need 
to obtain access to raw data (of other participants) at any stage and that asking for raw data 
or local models outside the predefined communication channels of the FeatureCloud platform 
is to be considered fraudulent (anti-phishing training). 
 

2.2.2 Contractual duties 
● An adequate joint controllership agreement (Art 26 GDPR) must have been concluded be-

tween the participant and the coordinator. 
 
2.2.3  Use of logging mechanism and performance of audits 

● The blockchain-based auditing mechanism [D6.1 - D6.5] or an equivalent mechanism must 
be used, that logs which data has been used for which purpose by whom. 

● Participants must be contractually obliged to use the logging mechanism, that logs which 
data has been used for which purpose by whom and actual audits must be carried out. 

 
2.3 Before training starts 

2.3.1  Lawfulness and purpose limitation 
In order to adhere to the data protection principles of lawfulness and purpose limitation, the coordi-
nator shall check whether participants have implemented the following measures (ICO 2022): 

● Consultation with experts to ensure that the data to be included in a project is appropriate 
and adequate. 

● Documentation of purpose(s) for using personal data at each stage of the processing lifecy-
cle. Assessment whether they are compatible with the originally defined purpose, and sched-
ule reviews for reassessment. 

● Documentation of the data collected to train the system. Assessment whether it is accurate, 
adequate, relevant, and limited to the specified purpose(s). 

● Reassessment and documentation of what data is necessary, adequate, and relevant for 
training and testing the system. Consideration of the trade-off between data minimisation and 
statistical accuracy. Consult with domain experts to ensure that the data you intend on col-
lecting is appropriate and adequate. 

 
2.3.2  Data bias prevention 

● General IT security best practices and four eyes principle have to be adhered to within the IT 
of the hospital. 

● Harmonization of the examination setup for data collection in cooperation with the coordina-
tor. 

● Document and define a testing regime to occur at regular intervals to detect and correct 
model drift in appropriate timeframes.  



 

D8.7 - Report on Data Protection Impact Assessment 
  

 
 

 

 
 
This project has received funding from the European Union’s Horizon 2020 research 
and innovation programme under grant agreement No 826078. 

 
Page 141 of 144 

 

● Document and define measures to ensure human review remains meaningful (e.g. periodi-
cally test whether a human reviewer identifies an intentionally inaccurate decision). 

● Always test: Measure utility (accuracy) on some validation set. 
 
2.4 Before inference  

2.4.1  Prevention of AI-related risks 
● Assessment of what data is needed to ensure a representative, reliable and relevant training 

dataset and perform training on that data. 
● Require checks of the local data on the local level. 
● Certification process of apps and clear labelling of certified apps [5.2.3] and preferred choice 

of such apps during project setup. 
● Measurement (testing) of utility (accuracy) of the model on some validation set. 
● Application of empirical risk minimization (ERM) algorithms, using them to “search” the space 

of privacy levels to find the empirically strongest one that meets the accuracy constraint (e.g. 
Ligett et al. 2017). 

● Use of Explainable AI / Human in the loop applications which are consistently being uploaded 
to the FeatureCloud AppStore (https://featurecloud.ai/) 

● Definition of mandatory time cycles for evaluation and address biases in the training data and 
model predictions. 

● Testing of model limitation 
● Assessment of the model's robustness to variations in input data. 
● Provision of uncertainty estimates along with model predictions to convey the level of confi-

dence in the output. 
● The application of models trained through FeatureCloud to actual patients for treatment pur-

poses most likely underlies the Regulation (EU) 2017/745 on Medical Devices (MDR) or the 
Regulation (EU) 2017/746 on in vitro diagnostic medical devices (IVDR) and is therefore re-
stricted by the patient’s safety provisions therein, what should be considered before use. 
 

2.5 Continuously 

2.5.1  Prevention of AI-related risks 
● Document and define a testing regime to occur at regular intervals to detect and correct 

model drift in appropriate timeframes.  
● Document and define measures to ensure human review remains meaningful (e.g. periodi-

cally test whether a human reviewer identifies an intentionally inaccurate decision). 
● Training of users, stakeholders, and decision-makers on the limitations of the model and 

the potential risks associated with misinterpretation. 
 

3. Model User 

3.1 Before inference 
● Check whether models and associated applications underlie the Regulation (EU) 2017/745 

on Medical Devices (MDR) or the Regulation (EU) 2017/746 on in vitro diagnostic medical 
devices (IVDR). In this case, it is required to fulfil regulatory requirements that can be 

https://featurecloud.ai/
https://featurecloud.ai/
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achieved by applying, for example, ISO 13485 for quality management, IEC 62304 for soft-
ware life cycle, ISO 14971 for risk management, and ISO 62366 for usability engineering. 
Otherwise, it's recommended to follow our guideline manuscripts [D3.2, D3.4, D3.6, D3.8], 

 
3.2 Continuously 

3.2.1  Prevention of attacks 
● General IT security best practises and four eyes principle has to be adhered to within the IT 

of the hospital. As a guidance while eliciting and to achieve a large coverage of potential 
threats, we recommend NIST cybersecurity framework (https://www.nist.gov/cyberframe-
work/framework), OWASP (https://owasp.org/www-project-top-ten/#), LINDDUN 
(https://linddun.org/), STRIDE (https://owasp.org/www-community/Threat_Modeling_Pro-
cess) and ENISA (ENISA 2021) guidance documents (see in detail D2.1 and D2.5). 

 
3.2.2  Prevention of AI-related risks 

● Results shall not be applied without human verification (by a doctor), see also Article 22 of 
the GDPR. 

● In case a traditional examination method shall be replaced by a predictive model, be partic-
ularly aware of the sensitivity of the model (rate of false negatives). Calculate the absolute 
number of potential false negatives, put it into context and consider what this number means, 
how many cases the model will overlook and how this can be overcome. 

● The application of models trained through FeatureCloud to actual patients for treatment pur-
poses most likely underlies the Regulation (EU) 2017/745 on Medical Devices (MDR) or the 
Regulation (EU) 2017/746 on in vitro diagnostic medical devices (IVDR) and is therefore re-
stricted by the patient’s safety provisions therein, what should be considered before use. 

● Document and define a testing regime to occur at regular intervals to detect and correct 
model drift in appropriate timeframes.  

● Document and define measures to ensure human review remains meaningful (e.g. periodi-
cally test whether a human reviewer identifies an intentionally inaccurate decision). 

● Training of users, stakeholders, and decision-makers on the limitations of the model and 
the potential risks associated with misinterpretation. 
 

4. Deployment at the participant 
The following guide for technical deployment of FeatureCloud in the clinic is a result of the require-
ment engineering process carried out in WP8 and is part of D8.6, sections 6.1.5.2 and 6.1.6. There, 
also a sequence diagram of a proposed workflow can be found. 
 
4.1 System requirements 
In the data holder's infrastructure, the following requirements need to be fulfilled for FeatureCloud 
components to run: 

• Docker environment, 
• Outbound access to internet for controller: web ports 80 and 443 towards the global backend, 

https://www.nist.gov/cyberframework/framework
https://www.nist.gov/cyberframework/framework
https://owasp.org/www-project-top-ten/
https://linddun.org/
https://owasp.org/www-community/Threat_Modeling_Process
https://owasp.org/www-community/Threat_Modeling_Process
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• Inbound and outbound access for the relay server on port 9140 for ensuring communication 
towards other controllers through the Global Relay Server, or inbound and outbound access 
to a port of your choosing when implementing a custom relay server. 

• Outbound access for the frontend component (featurecloud.ai) on standard web ports 80 and 
443, 

• Local network access for the frontend component to the controller. 
 
4.2 Preconditions 

4.2.1  Hardware 
Requirements for running the controller: 

• 4 GB RAM minimum, 8 GB optimal, 
• 64-bit kernel and CPU support for virtualization. 

 

4.2.2  Software 
The Docker environment should be set up on the system that will run the controller. 
 

4.2.3  Data types 
As a general recommendation, access to the production database should be restricted, and analysis 
should be performed on either a production data replica or an exported database containing relevant 
data. In special cases it can also be performed on a csv export when the data size is under 200 MB. 
After exporting the relevant data from the database, the data should be anonymized if possible. 
 

4.2.4  Data pre-processing 
The data must be curated and sanitized to avoid data inconsistency. These inconsistencies typically 
appear in historical data, where data types are not enforced.  
This step should be done by a researcher with knowledge about all of the apps in the planned work-
flow. 
The data pre-processor app will read the anonymized dataset and prepare the data for the analysis 
application. 
 

4.3 Deployment scenario 
The deployment scenario is a guideline on how FeatureCloud could be deployed and used.  
 

4.3.1  Communication protocol relevant to federated execution 
The Global Relay Server component will ensure communication between controllers deployed in the 
two locations. 
The controllers will communicate with the frontend and the global backend on standard HTTP ports. 



 

D8.7 - Report on Data Protection Impact Assessment 
  

 
 

 

 
 
This project has received funding from the European Union’s Horizon 2020 research 
and innovation programme under grant agreement No 826078. 

 
Page 144 of 144 

 

 

4.3.2  Installation 
The controller start script will be downloaded from featurecloud.ai or can be accessed via the Fea-
tureCloud Python package. The controller should be started in the environment where the prepared 
anonymized dataset is located and where the Docker environment is available. The controller runs 
in a Docker container and will start other containers as part of the planned workflow. The frontend 
component will be run from a workstation that has access to the internet and to the controller via the 
local network. 
 

4.3.3  Maintenance analysis 
The only component deployed physically in Pro-Vitam and Pro-Medical environments is the control-
ler. Presuming that the environment remains the same, the system’s maintenance resumes to up-
dating the controller to the latest version. This is handled automatically when starting the controller. 
Running the start script closes the already-running controller, pulls the newest image from the Fea-
tureCloud Docker registry and starts the latest controller version. 
If changes in the environment might affect controller connectivity to the database and internet, an 
analysis of the new system is recommended. 

https://featurecloud.ai/
https://pypi.org/project/FeatureCloud/
https://pypi.org/project/FeatureCloud/
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